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Abstract—The importance of social security and social welfare
business has been increasingly recognized in more and more coun-
tries. It impinges on a large proportion of the population and affects
government service policies and people’s life quality. Typical wel-
fare countries, such as Australia and Canada, have accumulated a
huge amount of social security and social welfare data. Emerging
business issues such as fraudulent outlays, and customer service
and performance improvements challenge existing policies, as well
as techniques and systems including data matching and business
intelligence reporting systems. The need for a deep understand-
ing of customers and customer–government interactions through
advanced data analytics has been increasingly recognized by the
community at large. So far, however, no substantial work on the
mining of social security and social welfare data has been reported.
For the first time in data mining and machine learning, and to the
best of our knowledge, this paper draws a comprehensive overall
picture and summarizes the corresponding techniques and illustra-
tions to analyze social security/welfare data, namely, social security
data mining (SSDM), based on a thorough review of a large number
of related references from the past half century. In particular, we
introduce an SSDM framework, including business and research
issues, social security/welfare services and data, as well as chal-
lenges, goals, and tasks in mining social security/welfare data. A
summary of SSDM case studies is also presented with substan-
tial citations that direct readers to more specific techniques and
practices about SSDM.

Index Terms—Data mining, government data mining, public sec-
tor, public service, social security data mining (SSDM), social se-
curity, social welfare, social welfare data mining.

I. INTRODUCTION

MACHINE learning and data mining are increasingly used
in business applications [21], and in particular, in public

sectors [94]. A distinct public-sector area is social security and
social welfare [121] which suffers critical business problems,
such as the loss of billions of dollars in annual service delivery
because of fraud and incorrect payments [121], [134]. People
working in different communities are increasingly interested
in “what do social security data show” [93] and recognize the
value of data-driven analysis and decisions to enhance public
service objectives, payment accuracy, and compliance [101],
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[121]. Within the marriage of machine learning and data mining
with public sectors, an emerging data mining area is the analysis
of social security/welfare data.

Mining social security/welfare data is challenging. The chal-
lenges arise from business, data, and the mining of the data.
Social security data are very complex, involving all the major
issues that are discussed in the data quality and engineering field,
such as sparseness, dynamics, and distribution. Key aspects con-
tributing to challenges in mining social security data are many,
e.g., 1) specific business objectives in social security and govern-
ment objectives, 2) specific business processes and outcomes, 3)
heterogeneous data sources, 4) interactions between customers
and government officers, 5) customer behavioral dynamics, and
6) general challenges in handling enterprise data, such as data
imbalance, high dimension, and so on.

Studies on social security issues started in the middle of
the 20th century [30], [35]. Since then, many researchers have
worked on different topics. The majority of research has been
conducted from political [44], [55], [58], [60], [73], economic
[7], [11], [30], [35], [67], [91], [95], [98], [109], sociological
[58], [59], and regional [2], [10], [29], [43], [52], [60], [70], [75],
[85], [87], [104] perspectives, compared with a much delayed
effort made on the technical aspects [23], [64], [68], [83], [94].
The main issues involve problem analysis, process and policy
modeling, business analysis, correlation analysis, infrastructure
development, and emerging data-driven analysis. In contrast
with the dominant fact and trend of policy and economy ori-
ented studies, very limited research [23], [39], [68], [69], [103],
[105]–[108], [110]–[116] can be found in the literature on min-
ing social security and social welfare data.

Social security data mining (SSDM) seeks to discover in-
teresting patterns and exceptions in social security and social
welfare data. From the data mining goal perspective, it aims to
handle different business objectives, such as debt prevention.
From the data mining task perspective, it involves both tradi-
tional data mining methods, such as classification, as well as
the need to invent advanced techniques, e.g., complex sequence
analysis.

Australia is one of the most developed social welfare countries
in the world in terms of government policies, infrastructure, the
population of benefit recipients, and the advancement of social
security techniques and tools [121]. Since 2004, we have been
engaged in conducting data mining for the Australian Com-
monwealth Government1 through a series of projects. We have
developed models, algorithms, and systems to indentify key
drivers, factors, patterns, and exceptions, indicating high risk of

1www.centrelink.gov.au
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customers, customer circumstance changes, declarations, and
interactions between customers and government officers.2 The
findings have proven to be very useful for overpayment preven-
tion, recovery, prediction, and deep understanding of customer
activities and intervention, which involve the recovery and pre-
vention of overpayments (also called “debt” when referring to
the part of payments to which the recipient is not entitled) for
the government. These substantial practices, which have been
selected as one of the IEEE’s International Conference on Data
Mining top ten data mining case studies [16], offer an opportu-
nity for us to widely review the relevant work, deeply explore
SSDM in conjunction with real-life applications in Australia
and present the overview of SSDM in this paper.

In this paper, rather than focusing on a specific SSDM tech-
nique, we aim to draw an overall picture of SSDM by sharing
our experience, observations, and lessons learned in both re-
viewing the related work and conducting real-life SSDM tasks.
This is the first paper in this field, to the best of our knowledge,
that provides a comprehensive literature review of over 100 ref-
erences and a substantial framework of SSDM. In particular, the
main contributions consist of

1) a thorough literature review of social security research in
the last half century, and discussion of different catego-
rizations of the related work;

2) a comprehensive framework of SSDM, discussing the
main data mining goals, tasks, and principal challenges
in mining patterns in social security data;

3) a summary of several case studies, which involve the de-
velopment of new and effective algorithms and tools to
handle social security data. In particular, we highlight
the work on mining debt-targeted patterns, such as debt-
targeted positive and negative sequences, sequential clas-
sifiers using both positive and negative sequences, and
combined association rules by engaging multiple sources
of data; and

4) the extension of discussions about mining general public-
sector data.

This paper is organized as follows. Section II summarizes the
related work on social security research in the past 50 years.
In Section III, we briefly introduce social security business and
data characteristics. Section IV outlines a framework for SSDM,
including the main goals, tasks, and challenges in mining social
security data. In Section V, we briefly introduce our real-life as-
signments in conducting SSDM in Australia by illustrating five
case studies and discuss the development of actionable knowl-
edge for business needs. Section VI discusses public-sector data
mining based on the lessons learned in conducting SSDM in
Australia. We conclude this paper in Section VII.

II. REVIEW ON SOCIAL SECURITY/WELFARE RESEARCH

A. Comprehensive Picture

Research on social security and welfare issues started in the
mid-20th century [30]. Since then, broad-based issues have been

2datamining.it.uts.edu.au/ssdm

added to the investigation and can be categorized into the fol-
lowing main streams.

1) Political perspective: One of the main streams of research
investigates the problems, issues, factors, and impact of
social security and welfare from public policy [44], [73],
social policy [55], [60], administration [89], governance
[58], resistance [32], and practice viewpoints [99].

2) Economic perspective: Another dominant fact and trend
is the exploration of issues and the effect of social security
models and factors from the standpoint of econometrics,
public economics, and political economy [44]. This in-
volves analysis and discussions about economy [95], earn-
ings [14], [49], [57], rating [80], savings [4], [11], [65],
[73], growth [109], privatization [71], reform [55], [56],
[98], labor supply [54], [67], multientity relationship anal-
ysis [30], [58], [59], [93], and optimal arrangements [7],
[35], [53], [91], [92].

3) Sociological perspective: Some researchers are concerned
about the social effect of social security policies on society,
such as lifecycle [74], [93], demographic [1], [11], behav-
ior [84], [90], aging [72], retirement [10], [50], [51], [65],
[79], [81], fraud [32], [88], fairness and affordability [76],
etc.

4) Regional perspective: Researchers from different coun-
tries introduce the development of social security in their
countries, for instance, Canada [52], India [2], Latin Amer-
ica [70], [85], the U.S. [124], Britain [60], Sweden [29],
China [75], [104], Italy [87], Germany [96], France [10],
and Europe [43].

5) Technical perspective: An emerging trend in social secu-
rity is the study of technical issues, e.g., infrastructure de-
velopment [64], knowledge management [83], policy and
process modeling, data-driven analysis [23], [68], [69],
[103], [105]–[108], [110]–[116], and correlation analysis
crossing multiple areas [94], [110].

B. Technical Perspective

From the technical perspective, the main issues that have
been addressed in the literature focus on several areas, includ-
ing problem analysis, process and policy modeling, business-
oriented analysis, correlation analysis, infrastructure support,
and data-driven analysis.

1) Problem analysis: From time to time, we find papers
discussing or debating the issues of reform [56], cri-
sis [6], [13], issues for policies [55], privatization [71],
uncertainty [92], optimization [97], fraud [32], [88], and
effect on economy [30], society, capital market [31], hu-
man resources [90], [93], etc.

2) Process and policy modeling: Different approaches, e.g.,
empirical analysis, time-series analysis, quantitative com-
parative analysis, and equilibrium analysis [42], have been
used and developed to design, simulate, and evaluate pol-
icy, pension, benefit [7], process and their effects, as well
as their optimization, choice [65], and performance rat-
ing [62] including accuracy [45].
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3) Business-oriented analysis: Key business issues, such as
earnings and income, rate, benefit claiming, behavior, re-
tirement, risk, saving, etc., are studied from political, eco-
nomic, sociological, and technical perspectives.

4) Correlation analysis: The relationship between social se-
curity and other economic systems have been studied;
for instance, the relationship with health affairs, Medi-
care [76], [90], taxation [8], [34], stock and market [31],
[34], [41], as well as with political structure [30], eco-
nomic development [30], labor force [54], [67], [96], and
human capital [40].

5) Infrastructure support: Discussions have been conducted
on building IT systems, supporting the analysis of social
security data, simulating and optimizing processes, policy,
performance rates, etc.

6) Data-driven analysis: Recently, the value of data and data-
driven decisions has been increasingly recognized. Vari-
ous analysis approaches are being developed to investi-
gate “what do social security data show” [93], e.g., to
identify drivers, enablers [83], service patterns [69], link-
ages [81], demographic [1], behavior [84], change, data
measures and composites [123], fraud [88], and risk ad-
justment [27] from nonrandom selection, stochastic fore-
cast [72], sequential analysis [116], time-series [73], equi-
librium analysis [66], data mining, knowledge manage-
ment [89], microestimation [50], and e-government [64]
aspects.

Modern computer systems have been widely used in the so-
cial security and welfare sectors since the earliest period of
the computerization age. Currently, the use of computers for
e-government service in the developed countries has reached a
very advanced and comprehensive level. The research from an e-
government perspective in the social security and social welfare
sectors can be categorized into four main streams: IT infrastruc-
ture, operational support system, business support system, and
decision support system.

1) IT infrastructure: The infrastructure supporting business
processes, networking, data storage, human–computer in-
teraction, etc.

2) Operational support systems: Systems supporting oper-
ations, such as network inventory, provisioning services,
configuring network components, privacy, security man-
agement, etc.

3) Business support systems: Systems offering business in-
teractions with customers, for allowance and benefit de-
livery, service profiling, debt management, review man-
agement [121], etc.

4) Decision support systems: Systems supporting decision
making, including business integrity management, busi-
ness intelligence systems, real-time and historical data
analysis system, risk analysis and management systems,
case management system, and decision-making facilities.

C. Related Work of Social Security Data Mining

The public sector has also kept “the frontier spirit alive in the
computer science community” [94]. In particular, data-driven

decision has recently been increasingly recognized as one of the
most powerful tools to improve government service objectives.
However, mining social security/welfare data is an open, new
area in the data mining community. To the best of our knowledge,
only two groups 3 have involved SSDM, and a very limited
number of relevant publications can be found in the literature.
In the following, we discuss the UNC group’s work and address
the practices by the UTS group in Section V-A.

In [38], [39], [68], and [69], a case study was conducted
on monthly service data and service variations to detect com-
mon patterns of welfare services given over time. The study’s
authors used a simple sequence analysis method on monthly
service administrative databases, which indicates what services
were given when, to whom, and for how long. While “common”
service procedures can be identified by simply applying a fre-
quent sequence analysis method, it appears that no additional
advancement has been made in tackling critical challenges in
the data, e.g., mixed transactional data, imbalanced items, and
labels. The method only identifies general frequent procedures
that are commonsense to business people. No informative and
implicit patterns can be identified in this case study. From a
business perspective, the identified frequent patterns are not
very helpful, since they reflect the actual service arrangements
implemented as per policies. Business people want to discover
something they do not already know about their business and to
develop a deep understanding of why, and how, specific prob-
lems face the organization.

In our substantial literature review of SSDM, no additional
references have been identified that provide substantial insights
for mining social security/welfare data. For this reason, this pa-
per presents a comprehensive overview of SSDM, starting from
discussing the characteristics of business and data in Section III,
followed by an SSDM framework in Section IV.

D. Retrospection on Mining Social Security Data

Our substantial literature review work and practices in Aus-
tralia (see Section V) reveal the following observations about
the existing research on mining social security/welfare data.

1) It is a very open area in terms of applying and conduct-
ing pattern/anomaly discovery on social security data (i.e.,
SSDM). In the very limited work available from the liter-
ature, no such systematic work has been done in terms of
drawing an overall picture of SSDM from either the busi-
ness or technical side, nor in addressing the challenges
and opportunities in SSDM.

2) According to our experience in conducting SSDM in Aus-
tralia, social security/welfare business and data consist of
comprehensive characteristics and complexities specific
to the data mining community which are not compara-
ble with those in many domains. This is reflected through
the nature of mixing politics, economy, society, organi-
zational and business processes, and the Internet, as well

3One at the University of North Carolina (UNC group)
(http://ssw.unc.edu/ma/index.html) and the other is our group (UTS group)
(http://datamining.it.uts.edu.au/ssdm).
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as the distribution of information sources, business dy-
namics, customer–government interaction evolution, and
integration of business and technical issues. This makes
social security/welfare data very challenging and complex
to analyze.

3) In fact, social security data/business provides a relatively
complete testbed for both existing and emerging research
on data mining thanks to the complexities from data to
problem modeling and delivery of knowledge. The mix-
ture of several complex aspects makes SSDM even more
challenging, as, for instance, in mining impact-oriented
behavior patterns in large-scale of data mixing customer
demographics, activities, policies, and performance.

4) Specifically, very limited SSDM work has been done in
either research or practice, leaving a big gap in relation to
increasing business needs. Besides the data/business char-
acteristics common to many other areas, it is worthwhile
and highly demanding to explore characteristics and chal-
lenges in the marriage of data mining with social welfare
business and to systematically explore business problems,
research issues, challenges, limitations in directly apply-
ing existing data mining outcomes, and opportunities to
invent new techniques.

5) While SSDM involves many challenges common to
other domains, the mixture of specific business mech-
anisms with wide data complexities also makes SSDM
important and challenging, in aspects such as specify-
ing/customizing and inventing data mining methods and
algorithms to effectively analyze social welfare business,
e.g., processing specific data characteristics and discover-
ing patterns therein.

Since 2004, we has been engaged in data mining for social
welfare business. So far, several projects have been conducted
which tackle issues, such as analyzing customer earnings [126],
profiling debt recovery and verifying changes in earnings dec-
larations [127], investigating relationships between activity se-
quences and debt occurrences [24], modeling activity impact on
debt risk and cost [23], [112], [114], identifying high impact
activities/activity sequences on debt occurrences [23], rating
customer risk on causing debt [128], fraud detection [129], and
so on. Section V will present more details and references about
our SSDM-related practices in Australia.

Starting from the understanding of social security business
and data, the following sections present an SSDM framework
and address SSDM goals, tasks, and challenges. We also sum-
marize the real-life practices of SSDM in Australia and discuss
the extension of SSDM for mining general public-sector data.

III. SOCIAL SECURITY SERVICES AND DATA

A. Social Security Business

In countries like Australia and Canada, a variety of social wel-
fare allowances/services and social programs are provided by
the government to assist people to become self-sufficient and to
support those in need. Fig. 1 illustrates a cause–effect relation-
ship between customers and government in the social welfare
business. A customer lodges an allowance application, which

Fig. 1. Social security business workflow.

is checked by the government. Payments are arranged on the
premise of customer entitlement and policies. The customer is
required to declare any changes that may affect payment entitle-
ment. Once a customer declaration is lodged, it will be verified
by the government. As a result, customer payments are further
verified and adjusted if necessary. In some cases, overpayments
to the customer may occur for reasons such as incorrect dec-
laration. The government will seek to recover the debt, and
the customer will be requested to pay back such overpayments
through repayment arrangements made between the government
and the customer. More information about social welfare busi-
ness can be found on the respective government websites4 and
in reports [121].

Taking the Australian social welfare business as an example,
as a one-stop-shop, the Australian Commonwealth Department
of Human Services (Centrelink5) delivers a range of Common-
wealth services to the Australian community and is responsible
for the distribution of around $86.8 billion, i.e., 30% of the Com-
monwealth’s outlay, to about one-third of Australians [121]. In
day-to-day interactions between the government and customers,
Centrelink accumulates a large amount of interaction data. For
instance, Centrelink provides 361 000 face-to-face services each
working day and processes 6.6 billion transactions against cus-
tomer records each year [122]. It has been shown that the num-
ber of such interactions increases every year. The government
has progressively recognized the importance of analyzing these
interactions to obtain a deep understanding of customers and
organization–customer relationships, to actively manage cus-
tomers, to improve government service quality and objectives,
and to inform policy design.

An issue of particular interest is the identification of the
drivers that cause noncompliance in organization–customer in-
teractions. Noncompliance drivers may result from many as-
pects or staff errors. The 2007–2008 audit report by the Aus-
tralian National Audit Office (ANAO) [119] drew attention to
the importance of deeply understanding customers, and of ad-
dressing the behavior and behavioral changes in rising debt
from the perspective of the customer, government administra-
tion, client group, and community.

B. Social Security Data

As a result of implementing day-to-day social security ser-
vices, a huge amount of data has been accumulated which

4Human Resources and Skills Development Canada: http://www.rhdcc-
hrsdc.gc.ca/eng/home.shtml; Australian Commonwealth Department of Human
Services: http://www.humanservices.gov.au/corporate/home

5www.centrelink.gov.au
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TABLE 1
CENTRELINK BUSINESS DIMENSIONS 2008–2009

increases dramatically every day. Table I6 provides an overview
of some Centrelink business dimensions related to data [121].

As Table I shows, the huge amount of social security data
accumulated by Centrelink consist of very useful informa-
tion recorded from customer service centers, agents and access
points, the Internet, interviews and reviews for all services, cus-
tomers, staff and agents, and debt. The $1926 million in debt
raised in 2008–2009 compares with $1831 million in 2007–
2008. Such data can be classified into the following categories:

1) Customer demographic and circumstance data, recording
information about a customer and his/her circumstances,
circumstance changes, etc; for instance, home address and
the history of address change;

2) Benefit/allowance data, regarding the information about
specific benefit/allowance design and applicability in
alignment with customer eligibility, and management
processes;

3) Customer pathway data, reflecting the history and relevant
details of a customer’s use of government services, such
as the number of services, when, and from which service
centers the services have been applied for, and granted;

4) Activity data, providing activity records information about
who (maybe multiple operators) processes what types of
activities (say change of address) from where (say cus-
tomer service centers) and for what reasons (say the ac-
tion of receipt of source documents) at what time (date
and time), as well as the resultant outcomes (say raising
or recovering debt) [24], [120];

5) Facility usage data, regarding the resources used by or for
customers, e.g., phone calls and online services;

6) Service policy data, information about policies, the appli-
cations of policies to customers with particular circum-
stances;

7) Service transactional data, day-to-day information
recorded regarding the use of services, such as new regis-
trations, new claims, debt review, etc.;

8) Service performance data, concerning service quality and
performance, such as overpayments and their distribution,

6Data collected from the Centrelink Annual Report 2008–2009.

how long on average a customer has to queue, general
customer satisfaction, etc.;

9) Interaction data about communications between cus-
tomers and staff, and between staff from different units; for
instance, a customer calls Centrelink to report an income
update;

10) Operation data about the resources and infrastructure used
for day-to-day business, e.g., how many staff hours are
spent on payment reviews;

11) Operational performance, concerning the performance of
operational expenses and resource use; for instance, the
average cost of recovery per dollar of debt, or the effec-
tiveness of reminder letters in terms of solving problems
(such as seeking to recover the outlays).

From the aforementioned summary, we identify social secu-
rity data as having the following characteristics.

1) Large-scale: as shown in Table I, huge amounts of data
are collected every day and every year.

2) Mixed structure: Data incurred by the business consist of
all major types, such as numerical, categorical, textual,
discrete, continuous, temporal, and sequential.

3) Distribution: Data are collected from service centers, the
internet, and access points, and recorded in mainframe
storage distributed in large centers; customers are dis-
tributed everywhere across the country.

4) Longitude: Typically, a customer is engaged with a service
for quite a while before they are terminated or transferred
to another service type.

5) High dimension: Data involve multiple dimensions; for
instance, there are over 200 types of activity codes re-
flecting different actions taken in customer–Centrelink
interactions.

6) Multisource: Different aspects of information data are
recorded separately; any one source of data is insufficient
to generate a full picture of a particular service.

7) Sparseness: The longitudinal data are generated on de-
mand, which is normally random and infrequent; the re-
sulting data are very sparse; for instance, a customer may
have accessed a service center two years previously and,
later, contacted another office in another place to update a
circumstance change, or request a new service.

8) Imbalance: Data are not equally distributed, with some
being of much higher frequency than others; for instance,
outlays only consist of a very small proportion of the
overall expenses in Centrelink; customer–government in-
teraction data are not equally distributed, and some activ-
ities occur much more frequently, or in more places, than
others; Debt-related data only constitute a very small pro-
portion of social security data [23], which forms a class
imbalance. In addition, the customer–government interac-
tion activities that are related to debt are composed of a
very limited portion of the whole activity set, which gives
rise to an item-set imbalance issue.

9) Divided quality: It is known that, with data being recorded
in divided quality, some data may be missing, or recorded
in duplicate.
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10) Variation: Changes happen everywhere, involving all of
the above aspects and data characteristics; in fact, as iden-
tified in the ANAO report [119], changes have a critical
effect on business integrity and performance stability.

11) Coupling relationship: Data entities (objects) and values
are often inter-related because of intrinsic business logics
in social security. For instance, a debt may be incurred
as a result of a wrong declaration of income and address
change; a follow-up arrangement activity is made for the
customer to pay back the debt once confirmed (called
repayment); the customer may either follow the arrange-
ment (refers to the activities arranged by the government)
or take other actions to address the repayment. This exam-
ple shows that objects (i.e., customer, debt, arrangement,
and repayment), transactions (regarding customer, debt,
arrangements, repayment, etc.), and behaviors from dif-
ferent objects are inter-related.

The aforementioned characteristics are typically aligned with
data complexities currently explored in the broad data mining
community. They also create additional challenges for existing
data mining methods and algorithms when they are deeply en-
gaged in the social security business. In fact, the social security
area presents great possibilities to explore typical data mining
complexities in one domain. This leads to the need for further
research on SSDM tasks and challenges (see Sections IV-D
and IV-C).

IV. FRAMEWORK OF SOCIAL SECURITY DATA MINING

A. Basic Framework

Like any other domain, data mining applications in social
security are driven by business objectives and underlying data.
Based on the introduction of social security business and data
in Section III, Fig. 2 presents a high-level SSDM framework.
It consists of three layers: the data layer, the business objective
layer, and the data mining goal layer.

The business objective layer includes the main aims and ex-
pectations for the implementation of social security services. For
instance, Fig. 2 lists the main objectives [121], including cus-
tomer service enhancement (to instantly provide high-quality
services to those with particular needs), payment correctness
enhancement (e.g., to pay the right amount to those who are
eligible), business integrity enhancement (e.g., to improve the
consistency and accuracy and to speed up processing), debt
management and prevention (e.g., to recover and prevent debt
instantly), outlays cause identification (e.g., to identify outlays
incurred by staff error), income transparency improvement (e.g.,
to improve customer earnings reporting and to detect gray in-
come automatically), performance enhancement (e.g., to reduce
customer waiting time in service centers or call centers), service
delivery enhancement (e.g., to strip out unnecessary contacts
and provide easier and more efficient pathways to services),
service/risk profiling (e.g., to identify customers most at risk of
incorrect payments and to identify opportunities to reduce the
debt more efficiently), customer need satisfaction (e.g., to iden-
tify customers with special or more urgent needs than others),
accountability assurance (e.g., to identify areas of significant

Fig. 2. SSDM framework.

financial or operational risk and to pinpoint more effective ar-
rangements to manage risks), fraud and noncompliance detec-
tion (e.g., to identify international or staff fraud and noncom-
pliance), process optimization (e.g., to streamline processes for
easier service access and delivery), and key performance indi-
cator (KPI) enhancement (i.e., to identify where and how the
key performance indicators can be enhanced).

To support the aforementioned major business objectives,
the government invests in efficient information infrastructure.
As a result, data are acquired and constantly updated at every
place and time in the business operation. The data layer sum-
marizes the main data resources. It consists of customer data
(customer demographic and circumstance information), service
data (service usage and procedural information), policy data
(government policy and the applications of policy), payment
data (customer payment information), performance data (ser-
vice performance and operational performance), process data
(business process and change applied to customers), infrastruc-
ture usage data (the use of IT resources and services), etc.

While every effort has been made to rectify problems, it has
been disclosed that the government is facing longstanding, as
well as emerging, problems in achieving and improving the
main business objectives [119]. The accumulation of business
data provide a unique and essential premise to disclose hidden
and implicit channels, indicators, and solutions for these issues,
as shown by the data mining pilots in Centrelink (see Section V
for more information). The data mining layer lists the main goals
in mining social security data to enhance business objectives;
for instance, customer-centric analysis, payment-centric analy-
sis, debt-centric analysis, income-centric analysis, cause–effect
analysis, policy-centric analysis, performance-centric analysis,
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Fig. 3. SSDM goals.

service-centric analysis, service/risk profiling, customer satis-
faction analysis, accountability analysis, fraud/noncompliance
detection, process-centric analysis, and KPI-centric analysis.
These processes will be discussed further in the following
sections.

B. Social Security Data Mining Goals

We summarize the main data mining goals in the social secu-
rity area into the following five classes, according to our under-
standing and practices of key entities, problems, and challenges
in social welfare business by data mining: 1) overpayment-
centric analysis; 2) customer-centric analysis; 3) policy-centric
analysis; 4) process-centric analysis; and 5) fraud-centric anal-
ysis [121]. They are shown in Fig. 3 and are explained briefly
in the following.

1) Payment-Centric Analysis: Overpayments or govern-
ment customer debt are a major concern in social security
government services [119]. Overpayment/debt-centric analysis,
therefore, emerges as a major objective of SSDM. Its goals
consist of the deep understanding of the distributions of over-
payments across business lines, the cause and effect of over-
payments, and the evolution and changes of overpayments in
the life of government customers. In addition, issues that are
related to payment accuracy also involve underpayment anal-
ysis, and alignment and gap analysis between customer earn-
ing/employer payment and government payment. The findings
from payment-centric analysis contribute to government cus-
tomer debt recovery, debt prevention, and debt prediction, as
well as better customer service quality.

2) Customer-Centric Analysis: Customer-centric analysis in
SSDM aims to deeply understand which customers cause over-
payments, and the reasons and indicators behind those cus-
tomers who owe the government [119]. The reasons may be
related to customer profiles, behaviors, earnings, and so on,
as well as changes to any of these aspects. The findings from
customer-centric analysis contribute to evidence, indicators, and
observations that assist the understanding of why, when, and
how some customers cause overpayments when others do not.
In addition, customer risk rating and customer service recom-
mendations are other objectives.

3) Policy-Centric Analysis: Policy-centric analysis in
SSDM seeks to deeply understand which policies [121] are
associated with overpayments, and the reasons and indicators
behind these policies. Other analysis may focus on the relation-
ships between policy changes, overpayments, and customers.
Identifying those policies and policy changes that have led to,

Fig. 4. SSDM challenges.

or are associated with, overpayments could be used to prevent
the occurrence of debts and to actively manage customers.

4) Process-Centric Analysis: Process-centric analysis in
SSDM is carried out to deeply understand what business pro-
cesses or process changes are associated with overpayments
[119], [121], as well as the reasons and indicators behind them.
By analyzing the relationships between processes, overpay-
ments, and customers, social security government officers obtain
a deep understanding of what could be optimized in business
processes or during process changes in order to minimize over-
payments or the probability of debt occurrence.

5) Fraud-Centric Analysis: Fraud-centric analysis in SSDM
is undertaken to analyze whether fraud takes place in the social
security business, and where, why, and how fraud happens and
evolves [133]. Analysis can be conducted on child welfare fraud,
allowance fraud, declaration fraud and staff fraud, and the re-
sultant findings that are used to assist the detection, prevention,
and prediction of fraud in the social security business.

C. Social Security Data Mining Challenges

The data mining tasks listed in Section IV-D are comprehen-
sive, involving many aspects of both traditional and emerging
data mining techniques. Some can be handled by the utilization
of existing general data mining techniques, while others have
to be dealt with using revised or newly developed methodol-
ogy and approaches in order to handle the mixture of social
security business and general data complexities. On the basis
of our observations of the challenges involved in conducting
the aforementioned data mining tasks, we discuss the following
key challenges (see Fig. 4) in terms of the main procedures of
social security data processing, pattern analysis, and knowledge
delivery.

1) Social Security Data Processing: The processing of data
characteristics in social security business shares many data-
processing issues within the data mining and machine-learning
community. In particular, the following areas are especially,
important in SSDM.

a) Activity processing: The processing of activities and activ-
ity sequences [24] needs to address complex features, such
as temporal, spatial, structural and semantic dimensions,
as well as handle issues such as data sparsity and imbal-
ance [23], [107], dynamics, and associated impact [25] on
business (such as causing overpayments) in activity feature
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selection, activity extraction, activity sequence construc-
tion, and preparation.

b) Change processing: Changes are widely dispersed in so-
cial security data [119], [131]. The consideration of change
data in SSDM is crucial to identify meaningful causes
and patterns [19]. Change data processing involves issues
such as change definition, representation of change, inter-
actions and relations between changes and other entities,
and change feature extraction.

c) Complex sequence processing: Customer–government in-
teraction generates intensive activities in the social se-
curity business. Sequences are complicated [22]–[24] if
the relevant information is considered; for instance, the
time an activity takes place and the reason (it could be
another activity) for the activity occurrence. For family-
based debt investigation, it is probably necessary to put all
family members’ activity sequences together to observe
the differences, which will involve multiple coupled se-
quences [19]. The processing of such sequences involves
issues such as representation of single and multiple cou-
pled sequences, modeling sequence relations, sequence
feature extraction, and data structure design for storing
sequences, and relevant information.

d) Multisource data processing: Very often, SSDM has to en-
gage multiple sources of social security data, since more
informative patterns reflecting the actual business picture
can only be identified on multisource data [22], [110].
Meaningful SSDM analysis involves data of customer–
officer interaction transactions, customer demographics,
government policies, business processes, customer regis-
tration data, customer earnings, debt outcomes, and debt
recovery arrangements [121]. It is necessary to correctly
understand the relationship between different sources of
data from business logic, syntactic and semantic aspects,
how to align and fuse them (for instance, whether from the
data or pattern [22], [112] perspective) while considering
the intrinsic business logic, and how to deal with different
granularities.

e) Processing large-scale mixed data: SSDM tasks often in-
volve large-scale mixed data. For instance, a debt usually
occurs and exists for several months to a few years [130],
and the investigation of debt drivers needs to involve mul-
tisource information recorded in different structures and
formats [121]. Among other things, this requires deter-
mining the timeline to select and align different sources of
data [22], [110], a smart data structure to fit relevant infor-
mation, proper sampling methods, an efficient strategy to
scan/filter the data, and the selection and fusion of mixed
features in both processing and pattern mining [113].

f) Processing data imbalance: Besides the normal tech-
niques available in the literature about class imbalance
[23], [107], such as undersampling and oversampling, it is
expected that greater effort will be necessary in process-
ing extremely imbalanced data in a large scale set and on
designing proper data structures, filtering, and sampling
algorithms to prepare both class and item-set imbalanced
data.

g) Coupling relationship: The representation of coupling re-
lationships [18], [19], first involves the definition and ex-
traction of coupling within an entity and between entities
from syntactic and semantic perspectives. Further work
concerns how to manage the relationships and store the
relevant data by developing a suitable data structure, a
representation system, and data extraction mechanism.

2) Social Security Pattern Analysis: While many traditional
and emerging pattern mining methods and pattern types can
be applied directly to SSDM, we also observe specific needs
emerging from mining social security data. These are briefly
discussed below, and the observations can certainly be used for
mining other, similar applications.

a) Change detection: Challenging issues in detecting changes
[131] cover many possibilities, e.g., representing changes
and change contexts in organization–customer interac-
tions, tackling data complexities in processing and min-
ing change-centered data, identifying change patterns in
customer circumstance and behavior contexts, identifying
group relationships and group behavior changes, identi-
fying customer interaction changes in response to pol-
icy/procedure changes, adapting the detection of customer
and group dynamics, and extracting and evaluating non-
compliance drivers based on the mined change patterns.

b) Activity mining: Activities [23], [24] are widely seen in so-
cial security data, which create a challenge for traditional
data mining [24]. Mining activity patterns can focus on
activity-centric, impact-centric, or customer-centric anal-
ysis [24], and each aspect is new. In addition, the evaluation
of activity mining is nonexistent, and therefore, new inter-
estingness metrics need to be developed for each activity
mining method.

c) Impact modeling measures the impact of certain data on
business [23], [116]. The nature of the impact, how to
measure it and how it is associated with patterns and debt
occurrence, is open to investigation. The measure of im-
pact needs to be specified in terms of target data and cus-
tomer groups by involving domain knowledge and needs
to be evaluated by domain experts.

d) Impact-oriented pattern mining identifies patterns that are
associated with specific impact. Unlike traditional pat-
terns that consist of items only, impact-oriented patterns
have two facets: one is item sets, the other is the im-
pact associated with the item sets. As discussed in [23],
impact-oriented pattern mining is challenging, since many
emerging pattern types may be identified, such as positive-
impact-oriented patterns, negative-impact-oriented pat-
terns, impact-contrasted patterns, and impact-reversed pat-
terns [22], [23].

e) Combined mining [22], [105], [110], [112] is a two to mul-
tistep data mining procedure, consisting of mining atomic
patterns, merging atomic pattern sets into a combined pat-
tern set, or merging dataset-specific combined patterns
into the higher level of a combined pattern set if there
are multiple datasets. Combined mining is essential in
SSDM, which mines for combined patterns by engaging
multisource data and complicated social security data, as



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

CAO: SOCIAL SECURITY AND SOCIAL WELFARE DATA MINING: AN OVERVIEW 9

discussed in the previous section on data processing. Min-
ing combined patterns is not easy and involves the inven-
tion of new techniques and methods. For instance, the au-
thors in [26] have discussed new methodologies, including
multifeature combined mining, multimethod combined
mining, and multisource combined mining [22]. Com-
bined mining can lead to creative pattern types, such as pair
pattern, cluster pattern, incremental pair pattern, and incre-
mental cluster pattern [22], in which pattern components
are coupled in terms of relationships such as peer-to-peer
or master–slave.

3) Knowledge delivery: In actionable knowledge discovery
[17], [20], [26], it is important to deliver knowledge of business
interest which can be taken over by business people. This is not a
trivial problem, as discussed in domain-driven data mining [7],7

and is applicable to SSDM.
a) Business performance is the performance of patterns from

the business perspective [17]. While data miners usually
concentrate on the technical performance evaluation of
patterns, the specification and evaluation of business per-
formance will certainly provide additional information for
business people to judge the value of the findings. How
to define and measure business performance from sub-
jective and objective perspectives is worthy of research,
as well as which business metrics need to be defined for
use to generally measure business impacts associated with
patterns [20].

b) Knowledge actionability is the actionability of identified
patterns. The authors in [17] propose a general framework
of knowledge actionability and highlight the engagement
of both technical and business performance from subjec-
tive and objective perspectives in measuring knowledge
actionability. In the social security area, our job is to spec-
ify metrics to measure SSDM knowledge actionability.

c) Actionability enhancement [17], [20] concerns enhancing
the actionability of identified patterns. While many aspects
can be addressed [17], it is not a straightforward task. It is
worthwhile to analyze why the discovered knowledge is
not actionable, what aspects can be focused on, and what
actions can be taken to enhance the actionability.

d) Pattern postprocessing is an important way to enhance
knowledge actionability and is applicable to SSDM. The
authors in [113] summarize the main techniques to be
developed or enhanced in postprocessing and postmining
and collect the latest work on post mining of association
rules. Considering the social security data specialization,
new postprocessing techniques need to be developed, with
the involvement of domain knowledge.

e) Deliverable representation [17] builds appropriate mecha-
nisms to convert SSDM findings into business-oriented de-
liverables and represents deliverables in a business friendly
manner. This is actually a challenging issue, which has
not been well studied. Because of the engagement of
customer–government interaction, in particular, the rel-

7DDDM-SIG: http://datamining.it.uts.edu.au/dddm/

Fig. 5. SSDM tasks.

evant deliverables need to show the interactive procedures
by reflecting the underlying activity patterns.

In Section V, we introduce a number of case studies of SSDM
that address some of the aforementioned challenges.

D. Social Security Data Mining Tasks

To support the data mining goals that are discussed in Sec-
tion IV-B, many tasks need to be performed in SSDM. Tradi-
tional data mining methods, including association rule mining,
frequent pattern mining, clustering, and classification, will cer-
tainly play an important role in achieving the aforementioned
goals. We categorize the SSDM tasks as follows, according to
the main entities in social security/welfare business [121] and to
address the SSDM goals, as shown in Fig. 5: 1) data processing;
2) activity analysis; 3) customer risk analysis; 4) earnings analy-
sis; 5) change detection; 6) debt analysis; and 7) fraud detection.
We briefly explain these tasks in the following.

1) Data Processing: The main tasks in social security data
processing have many aspects, including many common data-
processing issues discussed in the community. In particular, we
have the following.

a) SSDM involves multiple data sources: for instance, cus-
tomer demographic data, customer interaction transactions
with government officers, arrangement and repayment ac-
tivity data, and debt-related data. Therefore, it is essential
to deal with multiple sources of data [22].

b) Imbalance: Overpayment-related data only consist of a
very small proportion of the whole social security data.
Debt-related pattern analysis has to identify patterns in
imbalanced datasets [23].

c) Seasonal effect: Social security government services
present very strong seasonal characteristics that are de-
termined by service objectives and policies. For instance,
during holiday seasons, many immigrants move to their
mother country, taking children to visit relatives. This may
lead to gaps in reporting, although the government may
continue to pay the usual rate, resulting in a government
overpayment [130].

d) Factor sensitivity: This reflects the fact that not all vari-
ables and values contribute equally; some variables may
play only a small role or duplicate others. Factor impact
analysis, principal component analysis, and feature mining
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may be necessary in analyzing the sensitivity and interre-
lationships amongst factors, variables, and features.

2) Activity Analysis: Activity data [24], [120] refer to the
interactive events, operations, and actions occurring in social
security business. They form the main component of behavioral
data [15], and the analysis of activities is complicated [24]. We
discuss several tasks here.

a) Activity sequence construction: This involves activity
types, activity distribution, activity relationships, time-
line, and so on. The exploration of these aspects can
generate useful hints for the construction of activity se-
quences [23], [120].

b) Activity impact modeling: In business, each activity or
activity series plays a different role, and some activities
contribute more than others. Different combinations of
activity sequences may lead to a variety of outcomes. Be-
fore constructing activity sequences, there is a need to
understand and quantify the outcomes and the impact of
activities associated with a particular business, e.g., debt
occurrence. Measures and models need to be developed
to specify and differentiate the impact of particular activ-
ities [23], [24].

c) Activity–debt relationship analysis: In the social security
domain, the occurrence of debt is largely driven by activ-
ities or activity sequences. The analysis of relationships
between activities and debt [23], [24] aims to determine
which activities are more sensitive to debt occurrence, how
they result in debt (e.g., as a group, or before or after the
debt occurrence), and to what extent an activity (sequence)
leads to debt.

d) Impact-oriented pattern analysis: While general activity
patterns can be identified, business people are more in-
terested in those activities that are associated with high
business impacts, which we call impact-oriented patterns
[23], [24]. Mining high business impact-oriented patterns
is not easy, since it may involve the handling of activity
imbalance, impact definition, complex pattern types, and
the definition of new interestingness metrics.

3) Customer Risk Analysis: As a result of having a deep
understanding of customers, any customer or customer group
can be ranked in terms of the risk of causing overpayments. To
rate customers requires consideration of various scenarios and
risk specifications.

a) Customer profiling [130]: This creates a comprehensive
understanding of which customer profiles lead to debt at
different probability levels, and which profile-based fac-
tors are more sensitive to which allowance-based debt
occurrence. Customer profiling needs to be more deeply
conducted by scrutinizing customer circumstances, distri-
butions, structures, relationships, and their variations. It
is worthwhile to analyze the relationships between these
aspects and debt occurrence and debt impact.

b) Customer risk rating [126]: While it is known that some
customers are more likely to be associated with debt oc-
currence than others, it is advantageous to specify their
particular risk and risk rate. This is associated with is-
sues, such as risk types, which customer-related factors

contribute to risk from the perspective of demographics,
behaviors and change, and time sensitivity to risk occur-
rences. It is also interesting to see whether some customers
have a higher probability than others of causing debt be-
fore they register an allowance, and the key factors causing
such a difference. Information declared by a customer to
the government certainly affects the likelihood of risk and
debt. We are interested in the relationship between the
information declaration level and coverage and the risk
level.

4) Earnings Analysis: Incomes and earnings are particularly
sensitive to social security debt and the delivery of service objec-
tives. Any deliberate manipulation or unintentional disregard of
earnings could lead to eventual overpayments. Therefore, earn-
ings analysis not only concerns the relationship between what
has been declared and the debt occurrence, but also what has
been under-declared or is missing.

a) Manipulative declaration analysis: The manipulation of
earnings declaration has been viewed as one of the key
drivers of debt [127], [132]. Earnings may be underde-
clared or neglected in reporting to the government, and the
direct detection of manipulative declaration is often diffi-
cult, since it is not easy to identify the evidence. The identi-
fication of manipulative declaration needs to capture what
a customer reports to the government at the initial regis-
tration, customer behavioral data, customer circumstance
changes, family-based behaviors and situation changes,
and customer activities related to expenses, which is often
a very complex issue.

b) Earnings prediction [132]: While it is difficult to achieve,
the prediction of earnings for correctly and manipula-
tively declared customers who are eligible for government
benefits can assist with the early detection, and thus pre-
vention, of debt. The detection of earnings for correctly
declared customers is generally more manageable than
for manipulators. Besides numerical data-based prediction
techniques, new prediction methods are essential by com-
binatorially considering customer circumstance changes,
behaviors, membership data and changes, etc.

5) Change Detection: In organization–customer interac-
tions, significant changes, occurring either in customer circum-
stances and behaviors, or in business policies and processes,
may lead to noncompliance, resulting in inconsistencies or even
substantial financial losses and damaging effects on an organi-
zation [131]. For instance, changes in customer demographics
may not be instantly reflected in relevant business lines, thereby
resulting in inconsistencies or overpayments. An example is the
almost $2 billion Centrelink customer debt, which the 2007–
2008 ANAO audit report [119] concludes that customer debt
arose primarily from customers failing to notify Centrelink of
changes in circumstances. This is a challenging issue.

a) Customer circumstance change analysis: Customers of-
ten experience change in their circumstances, e.g., chang-
ing their home address or educational status. Any sig-
nificant circumstance change could lead to debt, and
the detection and early prediction of such significant
circumstance changes are critical for managing debt. In
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addition, changes that are associated with specific cus-
tomer groups are interesting. Identifying such groups and
their behavior and circumstance changes is useful in un-
derstanding the reasons for debt occurrence.

b) Policy change analysis: Some policy changes have been
shown to be related to debt occurrence. A policy change
may affect certain customers’ behaviors and declarations
and eventually lead to more debt. It is worthwhile to
analyze the relationships between particular policies (or
policy groups), customer behavior changes, declaration
changes, and debt occurrence. Key issues include the anal-
ysis of which policy changes are most likely to cause debt,
and why that happens. The findings can then be used to
advise policy changes and to take steps toward customer
intervention for certain policy changes.

c) Process change analysis: Similar to policy changes, some
process changes are more sensitive to debt increases than
others. The analysis of relationships between process
changes and debt changes can alert process makers to
intervene in certain process changes to prevent associated
debt. Similarly, it is helpful to combinatorially analyze
process changes, customer behavior changes, declaration
changes, and debt changes.

6) Payment Accuracy Analysis: As the actual outcome of un-
fair and wrongly directed social security delivery, the payment
and debt-centric analysis is designed to discover direct charac-
teristics, distributions, causes, and changes associated with debt
occurrence. Many aspects can be studied in payment and debt
analysis; for instance, debt statistics to generate the distribution
of debt and the dynamics of debt development.

a) Debt recovery pattern analysis [103], [115] is conducted to
analyze patterns of debt-recovery-related activities. This
can be conducted on the recovery activity sequences, time
interval distributions for different recoverable groups, re-
covery speed analysis, recoverable customer characteris-
tics, unrecoverable customer circumstance patterns, ef-
fectiveness of recovery methods on different customer
groups, and early recovery recommendation.

b) Debt arrangement pattern analysis [23] analyzes patterns
of government arrangement-related activities and meth-
ods. It is worthwhile to analyze the arrangement effec-
tiveness of arrangement methods and intervals in relation
to different customers or customer groups. With the find-
ings of this research, more pertinent arrangement meth-
ods and time arrangements can be made for particular
groups.

c) Debt repayment pattern analysis [23] is carried out to an-
alyze patterns of debt-repayment-related activities and re-
payment groups. This can be through customer repayment
activity sequences, repayment time interval distributions,
repayment method distribution, fast–slow repayment char-
acteristics, effectiveness of different repayment methods
on different groups, and effective repayment recommen-
dations to particular groups.

d) Debt arrangement–repayment analysis [23]: By combin-
ing the analysis of debt recovery arrangements and cus-

tomer repayments, more actionable patterns can be identi-
fied to advise the effective arrangement–repayment com-
binations for particular customer groups to enable more
effective recovery. The combinatorial analysis of customer
circumstances, arrangement methods, repayment meth-
ods, intervals, debt recovery speed, etc., can lead to very
informative intervention rules for debt recovery.

e) Debt prediction [103], [108], [115] aims to predict which
customers or customer groups will incur a debt, on which
benefit services, and when. By focusing on particular cus-
tomers or customer groups, the task is to predict when,
or at what time interval, a debt will occur, the likely fre-
quency of debt occurrence, the likely size of the debt, and
so on.

f) Driver analysis is for customers with either overpayment
or underpayment, or for those with misaligned payment
between earnings and entitlement. Detection of drivers
may be conducted from many aspects, such as the differ-
ences between over- and underpayment groups, changes
associated with normal and incorrect payment groups, and
behavioral patterns associated with earnings declaration of
those customers whose income is misaligned with the en-
titlement.

7) Fraud Detection: Fraud may take place in many aspects
of the business.

a) Allowance fraud [121], [133] is that which takes place
on allowances. There are many types of allowances that
are available for eligible customers from government ser-
vices. A customer cheating the government to obtain
an allowance to which they are not entitled causes an
allowance–customer mismatch fraud. In other cases, an
eligible customer may cheat the government in order to
maximize the amount of payment, resulting in overclaim
allowance fraud. Allowance fraud detection aims to detect
the corresponding key factors contributing to allowance–
customer mismatch frauds and overclaim allowance fraud,
and the patterns and reasons that relate to them.

b) Declaration fraud [121], [133] is the fraud that takes place
on declarations, which may be manipulated by fraudsters.
Declaration fraud detection identifies factors, scenarios,
patterns, and changes of underdeclaration, delayed dec-
laration, and missing declaration in terms of allowance
types and customer groups. Different allowance types and
customer groups may experience a variety of declaration
patterns. Other work includes the prediction of manipula-
tive declarations.

c) Staff fraud [121], [133] is the acquisition of payments by
an employee, for himself or herself or for another person,
through dishonesty or deception. A staff member may
create false documents and process false benefit claims
against genuine customer records. Staff fraud detection
seeks to identify key factors, business sections, methods,
and patterns related to the fraudulent behavior of staff and
the impact of such behavior. It is often difficult to iden-
tify staff fraud because it involves complex data, business
process, and lack of evidence.
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V. CASE STUDIES OF SOCIAL SECURITY DATA

MINING PRACTICES

A. Australian Practices

Australia is one of the most advanced countries in terms of in-
venting SSDM to enhance decision support systems. Currently,
the main techniques and methods for decision support consist of
data matching, service profiling, business intelligence, and data
analytics.

1) Data matching refers to the process and tools to match
social security data against other sources of data, such
as from immigration, customs, taxation, and banking
systems.

2) Service profiling profiles customers associated with dif-
ferent services.

3) Business intelligence usually refers to data warehous-
ing and reporting, including ad-hoc and online analytical
processing-based analysis.

4) Data analytics covers a broad scope from descriptive anal-
ysis to data-driven pattern and anomaly detection and
analysis.

Since 2004, we have been engaged with Centrelink (now
the Department of Human Services) in conducting data min-
ing on social security data8 [114]. A series of research and
commercial projects have been conducted to explore key fac-
tors and variables [105], [107], [126], behavior and interac-
tion patterns [23], [24], [108], [130], abnormal circumstance
changes [111], [131] and earning/income declarations [103],
[111], [115], [127], [132], customer levels of risk relevant to
overpayments [103], [106], [108], [115], [130], fraud detec-
tion [129], and risk management for online income declara-
tions [132]. This has led to several algorithms and models being
specifically designed to analyze social security data; for in-
stance, high impact-oriented activity pattern mining [23], pos-
itive and negative sequential patterns (NSPs) of debtors and
nondebtors [111], [116], behavior sequence classification [105],
[106], [108], and combined pattern mining [26], [106], [112].
The patterns and results delivered in Centrelink projects involve
many millions of dollars in the recovery and prevention of over-
payments for the government. To the best of our knowledge,
there is no similar substantial work conducted on mining social
security data in the community.

These projects address many business concerns, as dis-
cussed in Section IV-B, and data mining tasks, as outlined in
Section IV-D. Through these preliminary studies, we accumu-
late a fundamental understanding of how data mining can be
appropriately used to address critical issues in the social se-
curity domain, the limitations of traditional and emerging data
mining techniques, which new techniques need to be invented,
and so on. Driven by specific business objectives and processes,
social security data present strong concentration and character-
istics for data mining and lead to specific research issues that are
underdeveloped. This reflects the requirements to be considered
when developing SSDM.

8datamining.it.uts.edu.au/ssdm

In the following, we summarize several SSDM case studies
from our real-life projects with Centrelink to address some of
the SSDM challenges. Rather than presenting each case in de-
tail, we summarize the cases by highlighting the main business
objectives, research issues, and solutions. Where applicable, we
refer to relevant documents and papers for detailed techniques
and experimental results to enable the presentation of more
cases and references to provide readers with comprehensive
references and the means to drill down to specific design.

1) Modeling Impact of Activity/Activity Sequence: This is
to model the impact (business effect and outcomes) associated
with customer activities and customer–officer interactions. For
instance, the impact could be government debt, which can be
modeled in terms of metrics including customer debt amount and
duration, how a debt might incur, as well as the costs for possible
debt review against an activity or an activity sequence. Impact
is categorized into positive and negative, e.g., debt or nondebt.
In [23], models are built to quantify the risk and costs associated
with particular activities, activity sequences, and patterns. We
defined metrics for this purpose. For instance, Pattern’s Average
Debt Amount per Debt calculates the average amount per debt
in terms of the total overpayment for all debts associated with
an activity sequence pattern [23]. Risk of A Pattern is defined as
the ratio of the cost associated with a particular pattern to the
total cost of the pattern set identified in the dataset [23].

2) Mining Impact-Targeted Patterns: The analysis of
impact-targeted patterns is to identify those patterns with ei-
ther a positive or negative impact as the target at the right-hand
side, in addition to any item sets or sequences at the left-hand
side. The identification of impact-targeted sequential patterns
affects the construction of sequences and pattern mining with
the predetermined association with either positive or negative
impact. Cause/effect relationships between activities and their
impact (for instance, on debt occurrence) need to be consid-
ered. In [23], by combining debt occurrence with activity anal-
ysis, we report several algorithms and interestingness metrics to
identify different types of impact-targeted sequential patterns,
e.g., impact-oriented pattern, impact-contrasted pattern, and
impact-reversed pattern. For example, taking debt or not as the
impact, a debt-oriented impact-reversed pattern P , i.e.,

P =
{

p1 : {a1} → Ī
p2 : {a1 , a9} → I

(1)

consists of two subpatterns p1 and p2 with opposite targets (debt
I and nondebt Ī), in which p1 is an underlying pattern, while
p2 is derived from p1 by appending or reducing some activity
elements (a9) which leads to the impact conversion from Ī to
I [23], [112].

3) Mining Positive and Negative Sequential Patterns: Based
on the presence of activities that both occur and are missing in
customer–government interactions, interesting positive (occur-
ring) and negative (nonoccurring) activity sequential patterns
[116] can be identified. An NSP, e.g., {a3 ,¬a7 , a12} indicates
that activities a3 occurs before a12 but without ¬a7 in between.
We develop three algorithms to identify NSPs: negative-GSP
[118], genetic algorithm-based [117], and e-NSP: a set theory-
based approach based on identified positive patterns [36].
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In addition, by involving the pattern impact, algorithms are
developed to identify impact-targeted positive and negative se-
quential patterns, e.g., {a1 , a5 , a11} → Ī . The authors in [111]
and [116] discuss definitions, algorithms, and evaluation met-
rics for impact-targeted NSPs. To evaluate such patterns, new
metrics are developed to measure the interestingness, including
both the update of existing metrics for positive sequences like
Support, Confidence, and Lift [111], and new metrics for the
negative sequences such as Contribution and Impact [116].

4) Mining Attribute Combined Patterns: Attribute/feature-
combined patterns [22] refer to a cluster of patterns that consist
of attributes typically from multiple data sources, such as cus-
tomer demographics, customer-government interactions, and
debt outcomes. To merge such data is often very costly since a
huge number of transactions from different data sources are of-
ten involved. We propose the combined mining approach [22],
[26], [112], to identify nonimpact-oriented combined patterns
and impact-oriented combined patterns, depending on whether
a pattern is associated with a certain target item or business
impact. For instance, (1) illustrates a combined pattern pair.

In [23] and [112], we present debt-targeted com-
bined association rules, including rule pairs and clus-
ters. For instance, we find that the combined rule,
i.e., R = {demographic = {incomeclass = 0, age >
65}},∧{arrangement = {withholding}}, {repayment =
{cash|post, withholding}} → Debt} is highly associated
with a low risk of debt (Debt) occurrence (where “demo-
graphic” refers to demographic features, “arrangement” comes
from the debt payoff arrangement data, and “repayment” means
the customer’s payback method). For this, we first identify
demographic patterns and arrangement–repayment patterns
that are associated with debt occurrences in respective data
sources and, then, merge/align patterns to filter interesting
rule pairs and clusters by evaluating the interestingness of
pattern pairs/clusters. Metrics [22], [26], [112] are developed
to measure the importance of pattern pairs and clusters. For
instance, one way is to select pairs based on the square root
of an individual pattern’s interestingness if the targets are
opposite [22], [112].

5) Identifying High Impact Behavior for Intervention: Cus-
tomer behaviors and customer–officer interactions are dynamic.
In general, not every behavior contributes in the same way.
To explore the contribution of those behaviors that play more
important roles in causing eventual outcomes, dynamic chart-
ing [116] is proposed. The x coordinate grows with the behavior
evolution, with each point representing a behavior. The y-axis
measures the impact change associated with behavior evolution.
Multiple y coordinates may be created to measure the effect or
performance of behaviors. Correspondingly, the contribution of
each behavior can be measured precisely, and it is easy to iden-
tify those discriminative behaviors, for instance, leading the
trend change (which we call high impact behavior).

Dynamic charts are very useful for presenting the dynamic
evolution of behaviors, the effect of each behavior, and iden-
tifying high impact behaviors for early prevention. They can
be used to analyze the dynamics of behavioral sequences, ac-
tivity interaction and evolution, impact change as per behavior

evolution, and the formation of associated pairs and clusters in
terms of pattern interestingness. With dynamic charts, it is easy
to identify those discriminative activities that result in signifi-
cant variations from their previous adjacent activities. Targeted
intervention actions can then be taken to either stop, or prevent,
these discriminative activities.

VI. DISCUSSION ABOUT PUBLIC-SECTOR DATA MINING

The aforementioned case studies and our research work with
the Australian Commonwealth department have shown the great
potential of applying data mining to social security data, and the
opportunities which have arisen to invent new algorithms and
tools in data mining. Like other similar areas, they have shown
that SSDM can lead to 1) deep understanding of customer be-
haviors and customer–government interactions, 2) causes and
cause–effect relationships of government debt occurrences, 3)
relationships between customer demographics, behavior, gov-
ernment policies and arrangements optimization, and customer
feedback. The findings have been shown to be useful to inform
the government of appropriate strategies from both customer
and government perspectives to recover and prevent debt more
effectively. Business people are presented with more informa-
tive and implicit evidence and indicators for debt prevention and
intervention, which are not available from their current systems.

The exercises in the real world also engender lessons that may
be helpful for readers who are interested in SSDM research and
development, as well as for the general public sector/service
data mining [16]. SSDM experience and capabilities are helpful
for mining other public-sector data, such as immigration data,
custom data, taxation data, child support service data, and medi-
care data. We summarize some of the lessons and observations
that may benefit public-sector data mining.

A. Data Quality and Preparation

1) Generally, public-sector data are of good quality. This
does not mean that data cleaning and preprocessing is not
necessary to improve data quality for further analysis.

2) In public-sector data, because of the policy/process
arrangement and management needs, some variables/
attributes may be irrelevant, duplicated or dependent on
one another, or present strong seasonal, cyclical or specific
benefits or customer group-related effects. It is important
to conduct analysis on variables and their relationships
and to exclude those variables and data that may affect
learning performance.

3) An important goal of mining public-sector data is to iden-
tify and investigate problems associated with high busi-
ness impact, e.g., government debt in taxation and medi-
care. This leads to the need for impact-targeted analy-
sis [23]. Such impact-oriented data are often imbalanced
in terms of impact classes and/or data items, e.g., activities
causing debt are often very rare and specific. To cater for
such data, different techniques, such as frequency anal-
ysis, distribution analysis, downsampling, oversampling,
data partition, and metric compensation, may be essential
to prepare data for further impact-targeted model design.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

14 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS

4) Because of the nature of government dynamics, public-
sector data change from time to time [119]. This results
in the frequent change of data distributions and character-
istics. For instance, customer–government interaction se-
quences change with customer or business circumstance
changes, while customer reaction activities adapt to pol-
icy and process changes. It is important to consider such
business change, and the resulting change data and data
dynamics. This challenges modeling and necessitates the
detection of significant changes associated with particular
customer groups or business.

B. Feature and Item-Set Construction

1) Because of the characteristics of public-sector operations,
we need to select/construct and mine for discriminative
features and variables. Highly dependent and duplicated
variables need to be verified and excluded in feature se-
lection and construction.

2) In constructing item sets for pattern mining, many factors
need to be considered in order to make the data more
meaningful for business. For instance, involving domain
knowledge [20], specifying the time window (including
the starting point and sliding strategies) for data selection
[23], the sensitivity of the selected data against the impact
(for instance, government customer debt) occurrence and
its effect before and after the impact occurrence.

3) Public-sector data often present distinct political, eco-
nomic, sociological effects, as well as effects from sea-
sonal, cyclical, regional, and specific benefit or customer
group perspectives. Such effects should be considered and
analyzed before modeling starts.

C. Model Building

1) While many existing algorithms and models seem to be
suitable for SSDM and public-sector data mining, it is
necessary to carefully check that they fit perfectly into
the public-sector data characteristics. Variations may be
necessary. A typical situation is that many service patterns
are identified, but most if not all of them simply reflect
policy and process arrangements, which is not helpful for
government service decision making.

2) While different methods can be used and are helpful, ser-
vice profiling [121] and domain-driven decision rules [26]
are most convenient and effective for public service deci-
sion making.

3) Although public-sector data mining shares characteris-
tics and needs with general business applications, public-
sector data provide great opportunities to update existing
techniques as well as to develop new approaches, in as-
pects such as customer–government interactions, mixed
information from political, economic, sociological, and
technical perspectives, from mining single data sources
to multiple sources, and from focusing on single business
lines to crossing business in relevant service departments.
For instance, negative sequence analysis [111], [115]
becomes very useful in detecting those customers who

intentionally hide some discriminative behaviors. Min-
ing cross-department public-sector data, combined min-
ing [26], [110], [111] is essential.

4) Higher expectation than other business applications is
placed on the models that can be self-explanatory to ser-
vice counter officers, adaptive to policy and circumstance
changes [19], operable for people to work on a daily basis,
and actionable for results where intervention is necessary.

5) Models developed for public sectors should consider po-
litical, economic, and sociological effects, seasonal, cycli-
cal, and regional factors, and should encompass specific
benefit or customer group perspectives;

6) Algorithms and models need to be self-adaptive, ideally
automatically, to adapt to business and data dynamics.
Techniques for building adaptive models and algorithms
need to be devised.

D. Evaluation

1) Patterns should be evaluated in terms of the two-way in-
terestingness framework [17], namely against both tech-
nical performance and business performance, and from
objective and subjective aspects, as well as from political,
economic, and sociological aspects.

2) Evaluation metrics to measure the outcome of patterns on
business (including political, economic, and sociological
aspects) should be specified. In addition, new metrics are
necessary for checking group difference and constructing
combined patterns.

3) The reliability and security of social security systems
could be investigated and enhanced using data mining
and machine learning.

VII. CONCLUSION

With the occurrence of the global financial crisis, more and
more governments have realized the necessity of enhancing so-
cial security services objectives and quality. Data mining and
machine learning can play a critical role, as we have demon-
strated in mining Australian social security data for debt pre-
vention, recovery, customer analysis, etc., during the past few
years. However, as the literature review shows, mining social
security (and public sector) data are still an open field for busi-
ness applications in data mining and machine learning. Very
few references have been publicized. In this paper, for the first
time in the community, we present a picture of studies on social
security issues and summarize the key concepts, goals, tasks,
and challenges of SSDM, based on our experience and knowl-
edge accumulated through conducting data mining in Australian
social security data.

We have also highlighted several case studies of mining
social security data, including modeling the impact of activ-
ity/activity sequences, mining impact-targeted activity patterns,
mining positive and negative sequential patterns, conducting
impact-targeted sequence classification, and mining combined
association rules. We have discussed how the identified patterns
are converted into knowledge that can support business people
in a more user-friendly way to take decision-making actions.
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While these case studies aim to present a picture of what can
be done in SSDM, many references have been provided so that
readers can access information about the specific techniques in
more detail.

We are currently working on the remaining tasks and chal-
lenges that are discussed in this paper, such as, detecting fraud
in social security data.
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