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BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

This tutorial covers both classic sequence-based behavior
analysis and more recent research on behavior modeling,
learning, and management by using statistical methods,
deep learning etc.

Behaviors consist of transaction-based behaviors,
sequential activities, actions, interactions, and visual
behaviors of humans or non-human subjects.
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Key terms

* Behavior analytics * Action

* Behavior computing * Activity

* Behavior informatics * Behavior

* Behavior learning e Event

* Behavior modeling * Interaction

* Behavior representation * Occurring behavior

* Behavior simulation * Non-occurring behavior
* Behavior imitation * Individual behavior

* Behavior impact * Group/collective behavior
* Behavior utility * Positive behavior

* Behavior management * Negative behavior

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

. Discovering Behavior Intelligence

Overview of Behavior Infor

What is B

High Impact Behavior Sequen

Impact-oriented Co

High Utili

Nonoccurring Beh

¢
3
)¢
)¢
© o

Coupled/Group/Collective Behavior Analysis

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

covering Behavior Intelligence

Probabilistic Modeling of

nderstanding Behavior Drivers: Choi

Behavior Analysis

Behavior Analy

Behavior Learning from Demonstrations

!"a"enges an! !rospects

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

References Download

 www.behaviorinformatics.org

* http://www.datasciences.org/
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Behavior Informatics: Overview

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics
Approach, Information Science, 180(17); 3067-3085, 2010.

Longbing Cao and Philip S Yu (eds) Behavior Computing, 21-35, Springer, 2012
IJCAI’2013 tutorial: behavior informatics
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Behavior informatics — Concept Map

( Behavior Presentation & Management ) ( Behavior-oriented Decision & Intervention )
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Behavior informatics — Concept Map
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Behavior analysis process

* Behavior-centric modeling, analysis, and o me e oo oms s s
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Why Behavior Analytics Is Important?

Longbing Cao, Philip S Yu (Eds). Behavior Computing: Modeling, Analysis, Mining
and Decision, Springer, 2012.
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External Market Behavior

17:30 1745 = H 1B:30 18:45 1%:30 19:45

23 Apr 2013

ARt entallan F3-Apr-2013 18:13:

Plunge: Immediately after the false Twitter report the DOW Jones Industrial average plunged 100
points before going back up again following reassurances from both the AP and the White House
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The Cause: Another Negative Behavior

T R | = el 1
The Associated Press (AP) on Twitter - Mazil Firafox
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The Effect of Negative Behavior
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Billions gone: Similarly seen the S&P 500 dropped about 1 percent wiping out $136.5 billion before
almost as quickly recovering from their losses amid the scare
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Argument 1: Behavior is ubiquitous

* Behavior is an important analysis object in

©Longbing.Cao

Consumer analysis

Marketing strategy design

Business intelligence

Customer relationship management
Social computing

Intrusion detection

Fraud detection

Event analysis

Risk analysis

Group decision-making, etc.

» Customer behavior analysis

» Consumer behavior and market strategy
»Web usage and user preference analysis

» Exceptional behavior analysis of terrorist and
criminals

»Trading pattern analysis of investors in capital
markets

www.datasciences.org
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Argument 2: Major work focuses on Behavior
exterior-driven analysis

* Example 1: Price movement as market behavior
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Argument 3: Behavior interior-driven analysis

can make difference

* Example 2: Announcement as market behavior driver
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Fredisclosurg Turig point
session
)

& » Time
Announcement
release time

(a)
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* Why does this stock go so crazily?

Price
125.83

3.26
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* Short-term manipulation behavior as cause

©Longbing.Cao

Price
125.83

3.26

Yol
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Price
125.83

Group

behaviors
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T
,Buy

1

13:51 1500
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Group behavior-driven
price movement

9:30 845
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Argument 4: Need to consider behavior
context - R
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Observation: Traditional analysis on behavior

* Empirical, qualitative, psychological, social etc

* Behavior-oriented analysis was usually conducted on customer
demographic and transactional data directly

* Telecom churn analysis, customer demographic data and service usage data are analyzed to
classify customers into loyal and non-loyal groups based on the dynamics of usage change

e Outlier mining of trading behavior, price movement is usually focused to detect abnormal
behavior

so-called behavior-oriented analysis is actually not on customer
behavior-oriented elements, rather on straightforward customer

demographic data and business usage related appearance data
(transactions)

©Longbing.Cao www.datasciences.org
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Problems with traditional behavior analysis

* Customer demographic and transactional data is not organized in
terms of behavior but entity relationships

* Human behavior is implicit in normal transactional data:

e cannot support in-depth analysis on behavior interior: focus on behavior exterior

* Cannot scrutinize behavioral actor’s belief, desire, intention and impact on business
appearance and problems

Such behavior implication indicates the limitation or even
ineffectiveness of supporting behavior-oriented analysis on
transactional data directly.

©Longbing.Cao www.datasciences.org
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Genuine behavior analysis does matter

* Behavior plays the role as for business
appearance and problems

* Complement traditional pattern analysis solely relying on demographic and
transactional data

 Disclose extra information and relationship between behavior and target business
problem-solving

A multiple-dimensional viewpoint and solution may
exist that can uncover problem-solving evidence from
not only demographic and transactional but behavioral
(including intentional, social, interactive and impact
aspects) perspectives

©Longbing.Cao www.datasciences.org
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Support genuine behavior analysis

* Make behavior ‘ " by squeezing out behavior elements hidden in
transactional data

* A conversion from transactional space to behavior feature space is
necessary

* Constructing behavioral data corresponding to the physical world

* behavior modeling and mapping
* organized in terms of behavior, behavior relationship and impact

* Developing behavior analytics theories and tools

Explicitly and more effectively analyze behavior patterns
and behavior impacts than on transactional data
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What is Behavior?

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics
Approach, Information Science, 180(17); 3067-3085, 2010.
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Behavior: soft vs. hard
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What is behavior?

 An abstract behavior model p

.
. . . Subject ; % Goal
* Demographics and circumstances of behavioral Demosrastc || |  Gawir)
subjects and objects L | o | Ly
mpact L od — BClIC
e Associates of a behavior may form into certain s | Beliel 1
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. . . Place
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sequences of behaviors that are organized in | | | [Peee ] |Gorseant | [T Plan
terms of certain social relationships or norms. |1 | !
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* Impact, costs, risk and trust of ] P P
behavior/behavior network
Behavior- Attribute: Behaviar-
[ e B

Figure 1. An Abstract Behavioral Model
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Abstract Behavior Model

Definition 1. A behavior (B) is described as a four-ingredient tuple B =
(8.0,€.%2).

o Actor & = (S8E,0E) is the entity that issues a behavior (subject, SE) or
on which a behavior is imposed (object, OF ).

e Operation & = (OA,SA) is what an actor conducts in order to achieve
certain goals; both objective (OA) and subjective (SA) attributes are as-
sociated with an operation. Objective attributes may include time, place,
status and restraint; while subjective aspects may refer to action and its
actor’s belief and goal ete of the behavior and the behavior impact on busi-
ness.

e Context € is the environment in which a behavior takes place.

e Relationship % = (0(-),n(-)) is a tuple which reveals complex interactions
within an actor’s behaviors (named intra-coupled behaviors, represented
by function 6(-)) and that between multiple behaviors of different actors
(inter-coupled behaviors by relationship function n(-)).

©Longbing.Cao www.datasciences.org
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* Behavior instance: behavior vector

F=1s.0.e,9.ba,l. f et w um)
* basic properties
 social and organizational factors
 VVector-based behavior sequences
L = {1, 73, o T

* Vector-oriented patterns
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* Vector-oriented behavior pattern analysis
* Behavior performer:
* Subject (s), action (a), time (t), place (w)
e Social information:
* Object (0), context (e), constraints (c), associations (m)
* Intentional information:
* Subject’s: goal (g), belief (b), plan (/)
* Behavior performance:
* Impact (f), status (u)

» New methods for vector-based behavior pattern analysis

©Longbing.Cao www.datasciences.org
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Behavioral data

* Behavioral elements hidden or dispersed in transactional data

* behavioral feature space s

©Longbing.Cao

Entity-Oriented
Transactional
Space

Behavior Feature
-Oriented Space

Behavioral
Modeling

» Behavioral data modeling Transactional Data
» Behavioral feature space -

» Mapping from transactional to behavioral data
» Behavioral data processing

» Behavioral data transformation

Behavioral Data /"
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Impact-oriented Sequential Patterns

Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced
Data, IEEE Trans. on Knowledge and Data Engineering, 20(8): 1053-1066, 2008.

Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chenggi Zhang. Combined Mining:
Dilszcoglgiilng Informative Knowledge in Complex Data, IEEE Trans. SMC Part B, 41(3): 699 -
712, :
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Basic paradigms

* Nonimpact-oriented combined patterns

T’u : li_“ll"::"f] Moeee A :{r’] — Ii'll
P=G(PoA---AP,) =T

* Impact-oriented combined patterns

Po: {Ri(Xi A- - AXy) = I} — T
P:=G(Pi,---, Py)

©Longbing.Cao
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Impact definition

* Impact is defined as a feasible detrimental outcome of an activity
(action) or a sequence of activities (e.g., launch or operation of a
spacecraft) subject to hazard(s)

(1) magnitude (or severity) of the adverse consequence(s) that
can potentially result from the given activity, action or behavior, and

(2) likelihood of occurrence of the given adverse consequence(s).

©Longbing.Cao www.datasciences.org
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Impact

* Business impact of behavior

* Consequence:

* Fraud

* Debt

* Exception ...

* Magnitude:

* Positive/negative
Multi-level
Ratio
Probabilistic

©Longbing.Cao www.datasciences.org
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Impact modeling

* Impact measuring
* Cost

Cost-sensitive

Profit

Cost-benefit

Risk score

* Impact evolution
* Positive = Negative
* Negative - Positive

©Longbing.Cao www.datasciences.org
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e qualitative risk assessment:

 severity and likelihood are both expressed qualitatively (e.g., high, medium,
or low)

* quantitative risk assessment/probabilistic risk assessment:
e Consequences are expressed numerically
* Their likelihoods of occurrence are expressed as probabilities or frequencies

©Longbing.Cao www.datasciences.org
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Probabilistic Risk Assessment

e Causes/Initiators:

* What can go wrong with the studied technological entity, or what are the
initiators or initiating events (undesirable starting events) that lead to adverse

conseqguence(s)?

* Effects/Consequences:

 What and how severe are the potential detriments, or the adverse
consequences that the technological entity may be eventually subjected to as
a result of the occurrence of the initiator?

* Functions(cause, effect):
* How likely to occur are these undesirable consequences, or what are their
probabilities or frequencies?

©Longbing.Cao www.datasciences.org
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e Risk of a pattern, e.g.,

. . _ Cost(P—T)
R?,},,L,(P — T) ~ TotalCost(P)

L =

A?}gC’()Sf(P s T) _ %

©Longbing.Cao www.datasciences.org
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Impact-Targeted Activity Mining

* Frequent impact-oriented activity patterns
* Frequent activity patterns

 Sequential impact-reversed activity patterns

Here:
Impact —> Debt, Fraud, Risk ...

©Longbing.Cao www.datasciences.org
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Impact-Oriented Activity Patterns

{P->Tyor{P->T}y (P->T.or P ->T)

* frequent positive impact-oriented (T) activity patterns
* P->T,or p-=>T

* frequent impact-oriented ( ) activity patterns
e T,or P ->T
J_B - j’_"

P is an activity sequence, (P ={a, a,,, ...}, i=0, 1,...).
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Impact-contrasted Activity Patterns

 Pattern: pis of high significance in positive impact dataset, and of low
significance in negative impact dataset, or vice versa.

{P>T,P>T} {P—>T,P—>T

P {P—T, P—T}
* Negative impact-contrasted pattern

R {P>T,P->T}

©Longbing.Cao www.datasciences.org
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Impact-reversed Activity Patterns

{P->T}{PQ->T} {P->T

N

{PQ _— T}

 Sequential impact-reversed activity pattern pair
* underlying pattern:
P-->T1y {P->T}
e derivative pattern: l l

{PQ --> T} {PO---T}

©Longbing.Cao www.datasciences.org
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Case Study

* Mining Combined Patterns and Patterns Clusters for Debt Recovery in
social security

©Longbing.Cao www.datasciences.org
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Business Problem

* To profile customers according to their capacity to pay off their debts
in shortened timeframes.

* To target those customers with recovery and amount options suitable
to their own circumstances, and increase the frequency and level of
repayment.

©Longbing.Cao www.datasciences.org
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Impact-oriented group behaviors

* Coupled group behaviors with impact

|
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Raw Data

* Data:
* No. of activity transactions: 15,932,832
* No. of customers: 495,891
* No. of debts: 30,546

©Longbing.Cao www.datasciences.org
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Data

* Customer demographic data
* Customer ID, gender, age, marital status, number of children, declared wages,
location, benefit type, ...

* Debt data
* Debt amount, debt start/end date, ...

* Repayment data (transactional)
* Repayment method, amount, time, date, ...

* Class ID: Quick/Moderate/Slow Payer

©Longbing.Cao www.datasciences.org
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Constructing Activity Baskets and Sequences

©Longbing.Cao

Positive-impact activity sequences: the activities before a debt are put in a basket. E.g., {a8, a9, a10,
all,al2,al3,d2},{a13, 014, al5,a16,al17, al8, d3}

Person id = 12593

d; d, d;
[ L [ S o R || ?
R T I T | ]
as ds dg day as aodjpdy; A djz3 djg dps Ajg Aj7 Ajs
Strategy 1 1L Basket i 1L Basket i+/ ]
C Basket i ]
Strategy 2 [ Basket i+ ]

Negative-impact activity sequences
A virtual activity “NDT” is created for those customers have never had a debt.

www.datasciences.org
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Examples of Debt/Non-Debt Activity Sequences

Table 2. Example of an activity sequence

related to non-debt from non-target dataset
al4, al6, al, a20, al4, a2l, a22, NDT

Table 1. Example of an activity sequence
associated with a debt from target dataset
al5, a9, alg, al9, al6, a9, DET

START ACTIVITY | START

ACTIVITY CODE DATE TIME CODE DATE TIME
a,s 15/02/2006 | 13:34:05 ay 6/02/2006 | 2:19:37
a, 16/02/2006 | 16:26:16 g 6/02/2006 | 10:21:50

a, 16/02/2006 | 16:26:17 a 7/02/2006 | 3:51:07

g 20/02/2006 | 16:12:35 ay, 7/02/2006 | 4:44:48

a 28/02/2006 | 11:27:50 iy 7/02/2006 |  9:48:59
a, 1/03/2006 | 13:50:03 ay 8/02/2006 | 10:03:13
IS 1032006 | 23:59:59 0, | 15/02/2006 | 13:55:39
- 15/02/2006 | 23:59:59

©Longbing.Cao

www.datasciences.org



BEHAVIOR INFORMATICS
...[D

ng Behavior Intelligence

Impact-contrasted sequential patterns

P AP—>T, P—T} R {P—>T.P->T;

TABLE 8
Common Frequent Sequential Patterns in Separate Data Sets

Patterns (P) Suppp..(P) Suppp,, (P) Cdp5(P) Cdrg #(P) Cdy (P) Cdreg (P) AvgAmt AvgDur riskamt riskgy
{cents) (days)

as 0.382 0.178 0.204 2.15 -(r.204 0.47 18290 6.2 0.363  0.334

a7 0312 0.154 0.157 2.02 (0,157 0.50 19090 6.8 0.310  0.300

ag 0.367 0.257 0.110 1.43 -0.110 0.70 18947 7.2 0362 0.370

@14 0.903 0.684 0.219 1.32 (219 0.76 19251 6.6 0905  0.840

@15 0.746 0.567 0.179 1.32 0179 0.76 19192 74 0.745  0.775

13133 0.604 0.597 0.007 1.01 -0.007 0.99 17434 8.7 0.548  0.738
14,115 0.605 0.374 (1.231 1.62 (1231 0.62 19235 7.0 0606 0.594
a15, 415 0.539 0.373 0.167 1.45 0167 0.69 18918 77 0531 0.584
alg, @14 0.479 0.402 0.076 1.19 -.076 0.84 16726 8.1 0417 0.549
g, 016G 0.441 0.393 0.049 1.12 -(0.049 0.89 17013 8.5 0.391  0.532
16, 016 0.367 0.410 -0.043 0.90 0.043 1.12 14627 9.6 0279 0.496
(14,014,015 0.477 0.257 0.220 1.85 -0.220 0.54 19087 6.5 0474  0.437
@id, 215, @id 0.435 0.255 (0.179 1.70 179 0.59 18279 6.7 0413 0412
16, 014, @14 0.361 0.267 0.093 1.35 00093 0.74 16092 7.6 0,302 0.387
16,214, 416 0.265 0.255 0.010 1.04 0,010 0.96 14262 9.3 0.197  0.346

©Longbing.Cao www.datasciences.org
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Impact-reversed sequential patterns

P -->TpPQ-->T; {P-->T } {PO--T;

TABLE 9
Impact-Reversed Sequential Activity Patterns in Separate Data Sets

Underlying Impact 1 Derivative Impact 2 Clir Cps Local support of Local support of
sequence (P) activity P — Impact 1 P¢} — Impact 2
14 T @y 1 2.5 0.013 0.684 0.428
a1 T aq T 22 0,005 0.597 0.147
14 T as T 20 0.007 0.684 0.292
ais T ay T 1.8 0.004 0.597 0.156
a4 T ay T 1.7 0.005 0.684 0.243
@15 T as T 1.7 0.007 0.567 0.262

ai4,aiy T ay T 2.3 0.016 0.474 0.367
@16, 314 T as T 2.0 0.006 0.402 0133
@14, 015 T ag T 20 0.005 0.393 0.118
a6, a1 T as T 1.8 0.006 0.339 0.128
ais, i T as T 1.7 0.007 0.381 0.179
16,14 T ay T 1.6 0.004 0.402 0.108
14, 216, 014 T a15 T 1.2 0.005 0.248 0.188
16, A14, 414 T a1 T 1.2 0,005 0.267 0.220
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Impact-oriented Combined Sequential
Patterns

Longbing Cao. Combined Mining: Analyzing Object and Pattern Relations for Discovering and
Constructing Complex but Actionable Patterns, WIREs Data Mining and Knowledge Discovery.

Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chengqi Zhang. Combined Mining: Discovering
Informative Knowledge in Complex Data, IEEE Trans. SMIC Part B, 41(3): 699 - 712, 2011.

Yanchang Zhao, Huaifeng Zhang, Longbing Cao, Chengqi Zhang. Combined Pattern Mining: from Learned
Rules to Actionable Knowledge, LNCS 5360/2008, 393-403, 2008.
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Number of constituent atoms

* Pair patterns

Pu=G(P.P)

* Cluster patterns

F=G(F,..., Folin = 2)

©Longbing.Cao www.datasciences.org
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Structural relations

* Peer-to-peer patterns

Puo=PiuP

 Master-slave patterns
{Pu=PiUP, Py=f(P)}

* Hierarchical patterns

[Pu=PUP/UP;UP,F=G(F),..., P! =G'(F;)'}

©Longbing.Cao www.datasciences.org
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Time frame

* Independent patterns
{F1: P
* Sequential patterns
1 Pr; Pa}
e Hybrid patterns
[PL@Py--- @ Py;®@e (i}

©Longbing.Cao www.datasciences.org
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Combined Pattern Pairs

* A combined rule pair is composed of two contrasting rules.

* Eg,. for customers with the same characteristics U, different policies/campaigns, V, and
V,, can result in different outcomes, T, and T,.

DEFINITION COMBINED PATTERN PAIRS. For impact-oriented combined patterns,
a Combined Fattern Pair (CPP) is in the form of

. ) X1—Th
{5

where 1) X1 M Xy = X, and X, is called the prefix of pair P; X; ., = Xy \ X, and
Xoe = Xo\ Xy, 2) X1 and X2 are different itemsets; and 3) Ty and T3 are contrary to
each other, or T and 1> are same but there is a big difference in the interestingness (say
confidences con f) of the two patterns.

©Longbing.Cao www.datasciences.org
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Interestingness of Pattern Pairs

( |Conf(Py) — Conf(Pe)|, if Ty = Ty;

Ipa,ir (T)} —

o

v/ Conf(Py) Conf(FP,), if Ty and Ty are contrary;

0, otherwise;

LY

©Longbing.Cao www.datasciences.org
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Combined Pattern Clusters

* Based on a combined rule pair, related combined rules can be organized into a cluster to
supplement more information to the rule pair.
* The rules in cluster C have the same U but different V, which makes them associated

with various results T.

DEFINITION COMBINED PATTERN CLUSTERS. Assume there are k local patterns
X, = T.(i=1....k), k =23and Xy N Xy ---NX;, = X, a combined pattern
cliuster (CPC) is in the form of

X1 —Ty
C:Q -~ .
X — Tk
where X, is the prefix of cluster C.

www.datasciences.org
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Interestingness of Pattern Clusters

I{:luster(c) — PLIE’?S&E'#_? Ipatir(Pz'-. P_‘])

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

Interestingness of Rule Pair/Cluster

e dist(): the dissimilarity between the descendants of R, and R,

* The interestingness of combined rule pair/cluster is decided by both the interestingness of rules
and the most contrasting rules within the pair/cluster.

* A cluster made of contrasting confident rules is interesting, because it explains why different
results occur and what can be done to produce an expected result or avoid an undesirable
consequence.

Ipair(P) = Lifty (R1) Lifty (R2) dist(11,12)

L:luster'::'CJ — LHax Ipair'::Rh R_ji:'

"-:'._"é.i'-- IE-:_.IEJ 'E'L-.'.T-:_ -_.-_"—T_-J

©Longbing.Cao www.datasciences.org
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Rule Pair vs Rule Cluster

* From P, we can see that V, is a preferable policy for customers with
characteristics U.

* If, for some reason, policy V, is inapplicable to the specific customer group,
P is no longer actionable.

* Rule cluster C suggests that another policy V; can be employed to retain
those customers.

S U AV — stay
[ aVy — stan -1y '
P { ! / C:¢UnNVy — churn .

U AV — churn’ n :
2 U ANV3 — stay

©Longbing.Cao www.datasciences.org
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Extended Combined Pattern Pairs

DEFINITION EXTENDED COMBINED PATTERN PAIRS. An Extended Combined Pat-
tern Pair (ECPP) is a special combined pattern pair as follows

X — T
& { XphXe—To 7

where X, £, Xo £ Wand X, N X, = .

©Longbing.Cao www.datasciences.org
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Contribution

DEFINITION  CONTRIBUTION. For a multi-feature combined pattern P : X — T,
where X = X, N X, the contribution of X, fo the occurrence of outcome I in rule I is

Lift(Xp A Xe — T)
Lift(X, — T)

Conf(Xp A Xe —T)
Conf(Xp, —T)

Cont.(P) =

Cont(FP) is the Iift of X, with X, as a precondition, which
shows how much X, contributes to the rule. Contribution can
be taken as the increase of li ff by appending additional items
X, toarule. Its value falls in [0, +00). A contribution greater
than one means that the additional items in the rule contribute
to the occurrence of the outcome, and a contribution less than
one suggests that it incurs a reverse effect.

©Longbing.Cao www.datasciences.org
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Conditional P-S ratio

DEFINITION A metric for measuring the difference led by the occurrence of X. in
the above scenario is Conditional Piatetsky-Shapiro’s (P-S) ratio C'ps, which is defined as
follows.

Cps(Xe = T|Xp) = Prob(Xe — T1Xy) — Prob(Xe|Xp) x Prob(T|X,)

Prob( X, n X, —T) Prob(X, AX.) Prob(X,—T)
— - X
Prob(X,) Prob(X,) Prob(X,)

©Longbing.Cao www.datasciences.org
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Interestingness of Combined Pattern

Conto(Xy A X, — T)

Irule (j{p A ;{e — T) — Lﬁﬁ{ Y . T)

Itule Indicates whether the contribution of Xy (or X.) to
the occurrence of T increases with X, (or X ) as a precon-
dition. Therefore, "Iy < 17 suggests that X, A X. — T is
less interesting than X, — T and X, — T The value of I,
falls in [0, +0c). When I, > 1, the higher I, is, the more
interesting the rule is.
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Extended Combined Pattern Clusters

DEFINITION EXTENDED COMBINED PATTERN SEQUENCES. An Extended Combined
Pattern Sequence (ECPC), or called Incremental Combined Pattern Sequence (ICPS), is
a special combined pattern cluster with additional items appending to the adjacent local
patterns incrementally.

JXP A dXe,l — T2
S: % *Xp M dXe,l A _Xe.g — Tg

L ‘XP FAN -Xe_.l A —Xe.Q FANEIEITIrAY —Xe.k—l — Tk-

where Vi, 1 < i< k-1 X, NX,=X,and X; 11\ X; = Xe; # 0, ie, Xiy1 is an
increment of X;. The above cluster of rules actually makes a sequence of rules, which can
show the impact of the increment of patterns on the outcomes.
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Impact

DEFINITION  IMPACT. The impact of X, on the outcome in the rule is

conto(P) — 1 :if conto(P) = 1,
1

1 : otherwise.

impact.(P) = { -
coit g

©Longbing.Cao www.datasciences.org



Intervention Strategy 1

* Type A: Demographics differentiated combined pattern
e Customers with the same actions but different demographics
- different classes/business impact

A+ Dy —  quick payer
Tvpe A: Ay + [ —  moderate payer
Ay + D3 —  slow payer

©Longbing.Cao
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Intervention Strategy 2

* Type B: Action differentiated combined pattern
e Customers with the same demographics but taking different actions
- different classes/business impact

A1+ 1 —  quick paver
Type B: A2+ 11 —  moderate payer
As+ 1y —  slow paver

©Longbing.Cao www.datasciences.org
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Business Impact

* Able to move customers from one class to another class
e Useful for designing business policy

Behavior 1 Behavior 2
Demographic 1 Slow Fast
Demographic 2 Fast Slow

©Longbing.Cao www.datasciences.org
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Results (2)

Traditional Association Rules

Vv T | Conf(%) | Count | Lift

Arrangement Hepayment Class
irregular cash or post office A 52.4 4085 | 1.8
withholding cash or post office A 27.6 | 133564 1.9
withholding & irregular cash or post office A 72.4 2941 1.6
withholding & irregular | cash or post office & withholding B 60.4 1422 1.7

An Example of Combined Patterns

Rules Xp X T J Cnt|Conf| I¢|Lift|Contp|Conte| Lift off Lift of]
Demographics|Arrangements| Repayments |Class (%) Np =T\ X, =T
Py age:65+ withholding | withholding | C 50| 63.3]2.91|3.40[ 247 4.01 0.85 1.38
& nregular
P meome:0 | withholding | cash orpost | B 20| 69.01.47(1.95| 1.34] 2.15 0.91 1.46
& remote:Y & withholding
& marrital:sep
& gender:F
Ps meome:0 | withholding | cash orpost | A |1123| 62.3|1.38|1.35] 1.72| 1.09 1.24 0.79
& age:65+ & withholding
Py mcome:0 | withholding | cash orpost | A | 469| 93.8/1.36|2.04] 1.07| 2.59 0.79 1.90
& gender:F
& benefit:P

©Longbing.Cao www.datasciences.org



Results (3)
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An Example of Combined Pattern Clusters
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Clusters | Rules Nop X T| Cnt| Conf| I.| I.|Lift| Conty|Conte Lift of| Lift of
demographics | arrangements | repayments (%) Xp—=T|X.—T
P Fs marital:sin trregular  |cashorpost| A | 400| 83.0)1.12|0.67| 1.80 1.01 2.00 0.90 1.79
Fg &gender:F withhold |cashorpost| A| 320 784|1.00 1.70 0.89 1.89 0.90 1.90
Py &benefit:N | withhold & |cashorpost|B| 119 80412 2728 1.33 206 1.10 1.71
uregular | & withhold
Py withhold ([cashorpost|B| 643 61.2]1.07 1.73 1.19 1.57 1.10 1.46
& withhold
Py withhold & [withheld & [B| 237 60.6]0.97 1.72 1.07 1.55 1.10 1.60
vol. deduct | direct debit
Pia cash agent C| 331 600112 323 1.18 307 1.05 274
Po Fi1 age 65+ withhold |cash or post| A|19801ly” 93 3|0 86|059| 2.02 1.06 1.63 1.24 1.90
Pia irregular | cash or post | A [q 467 BET7|0.87 192 1.08 135 124 179
Pia withhold & [cashorpost|A] 132] 857[0.96 1.86 1.18 1.50 1.24 1.57
uregular N
Py withhold & | wathhold 500 633291 340 247 401 0.85 1.38
irregular X

www.datasciences.org
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Business Rule

BUSINESS RULES: Customer Demographic-Arrangement-Repayment combination business rules

For All customer i (1 € I is the number of valid customers)
Condition:
satisfies S/he is a debtor aged 65 or plus:
relates
Sthe is under arrangement of ‘withholding” and ‘irregulariy’,
and
His/her favorite Repayment method is ‘withholding .
Operation:
Alert = “S/he has ‘High’ visk of paving off debt in a verv long timeframe.”
Action = “Try other arrangements and repavinents in Ra, such as frving to persuade
her/him to repay under ‘frregular’ arrangement with ‘cash or post’.”
End-All

©Longbing.Cao www.datasciences.org



Combined pattern presentation
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Figure 2: Pattern Evolution Chart

TMC — 1

TMC . GP5S — Lh

TMC . GP5,DAG — T,
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()

TMC GPS,DAG,PRJ OMF, JIKR, TMC, PPJ — U3
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An Example of Extended Combined Pattern Cluster

( PLN — T

PLN,DOC — T

PLN.DOC,DOC — T

PLN.DOC, DOC,DOC — T
PLN.DOC,DOC,DOC,REA — T
PLN, DOC, DOC, DOC, REA,IES — T

©Longbing.Cao www.datasciences.org



An Example of Extended Combined Pattern Cluster
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High Utility Sequence Analysis

Yin, Junfu, Zhigang Zheng, and Longbing Cao. "USpan: an efficient algorithm for
mining high utility sequential patterns.”" In KDD, pp. 660-668. ACM, 2012

Jingyu Shao, Junfu Yin, Wei Liu, Longbing Cao. Mining actionable combined
patterns of high utility and frequency. DSAA 2015: 1-10
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Introduction

e Sequential pattern mining
* Very essential for handling order-based critical business problems.

* Interesting and significant sequential patterns are generally selected by
frequency.

* Insufficient of frequency/support framework
* They do not show the business value and impact.

* Some truly interesting sequences may be filtered because of their low
frequencies.

* Example: Retail business

©Longbing.Cao www.datasciences.org



Introduction

Table 1: Quality Table
| tems | a | b | c|d|e| S
4 3 1 1

Quality 2 5

Table 2: Quantitative Sequence Database

(50| ountiutveSumencs |
< (&5) [(c2)(f,1)] (b,2) >
i < g, 2)(e, 6)] 1 [(a, 1)(b, 1)(c, 2)]: [(a, 2)(d, 3)(e, 3)] >
< (¢, 1) [(a,6)(d,3)e, 2)] >
< [(b,2)(e, 2)] [(a,7)(d,3)] [(a,4)(b, 1), 2)] >
< [(b,2)(e,3)] [(a,6)(e, 3)] [(a,2)(b,1)] >

v b~ W N

©Longbing.Cao
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In sequence s,, there are three
transactions:

[(a, 2)(e, 6)],
[(a, 1)(b, 1)(c, 2)] and
[(a, 2)(d, 3)(e, 3)].

Transaction [(a, 2)(e, 6)] means the
customer buys two items, namely a and e.
(a, 2) means the quanity of item a is 2.

The square brackets omitted when there is

only one item in the transaction. For
example: (e, 5), (b, 2) ins; and (c, 1) in s,.

www.datasciences.org
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Introduction

The utility of <e>in (e, 6) is6x1 =6
Table 1: Quality Table
m-nnn- The utility of <ea> in s, is
Quality 2 5 4 3 1 1 { ((6x1) +(1x2)), ((6x1) + (1x2)) }
= {8, 10}

Table 2: Quantitative Sequence Database The utility of <ea> is the-database is

siD | Quantitative Sequence ___| tt) 8, 103, {} {16, 10}, {15, 73}

' Sl Weolipl)l bhe) & Add the highest utility in each sequence
2 {5 la,2)e )] [la, 16, 1) 2)1_[a 2)(d 3)e 3)] > to represent the utility of <ea>:

3 < (¢,1) [(a,6)(d,3)e, 2)] > 10 + 16 + 15 = 41

4 < [(b, 2)(e, 2)] I[(a, 7)(d, 3)] I(a,4)(b,1)(e, 2)] >

5 < [(b, 2)(e,3)] I(a, 6)(e,3)] I[(a, 2)(b,1)] > If the minimum utility threshold é = 40

then <ea> is a high utility pattern.

©Longbing.Cao www.datasciences.org
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Introduction

1. We define the problem of mining high utility sequential patterns
systematically.

2. USpan as a novel algorithm for mining high utility sequential
patterns.

3. Two pruning strategies, namely width and depth pruning, are
proposed to reduce the search space substantially.

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

Related Work

e High utility pattern mining
e Two-Phase Algorithm (Liu et al., UBDM’ 2005)
e |HUP Algorithm (Ahmed et al., IEEE Trans. TKDE’ 2009)
* UP-Growth (Tseng et al., SIGKDD’ 2010)

* High utility sequential pattern mining

 UMSP (Shie et al., DASFAA’ 2011) Designed for mining high utility mobile sequential
patterns.

 UWAS-tree / IUWAS-tree (Ahmed et al., SNPD’ 2010) Designed for mining the high
utility weblog data. IUWAS-tree is for incremental environment.

* Ul /US (Ahmed et al., ETRI Journal’ 2010) Uses two measurements of utilities of
sequences. No generic framework is proposed.
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Problem Statement: Containing

_ (a, 2): Q-item
Table 1: Quality Table [(a 2)(8 6)]: Q-itemset
RN B ERE 5, - 5.: Q-sequence
Quality 2 5 4 3 1 1
* Q-itemset containing

o [(a, 4)(b, 1)(e, 2)] contains g-itemsets
Table 2: Quantitative Sequence Database

- (a, 4), [(a, 4)(e, 2)] and [(a, 4)(b, 1)(e, 2)]
| so | QuantitativeSequence | but not [(a, 2)(e, 2)] and [(a, 4)(c, 1)].

1 < (e5) [(c2)(,1)] (b2) >

2 < [(a,2)(e 6)] [la,1)(b,1)(c,2)] I(a,2)(d,3)e3)] > * Q-sequence containing

3 < (¢ 1) [(a, 6)(d,3)(e 2)] > <[(b, 2)(e, 3)][(a, 6)(e, 3)l[(a, 2)(b, 1)]>
4 < [(b,2)(e, 2)] [(a, 7)(d,3)] [(a, 4)(b, 1), 2)] > contains g-sequences

5 < [(b, 2)(e, 3)] [(a, 6)(e, 3)] [(a,2)(b,1)] > <(b, 2)>, <[(b, 2)(e, 3)]> and

<[(b, 2)][(e, 3)](a, 2)>
but not [(a, 2)(e, 2)] and [(a, 4)(c, 1)].
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Problem Statement: Matching

Table 1: Quality Table
mﬂnﬂﬂﬂ Sequence <ea> matches:
Quality 2 5 4 3 1 1
<(e, 6)(a, 1)> and <(e, 6)(a, 2)>in s, ;
Table 2: Quantitative Sequence Database <(e, 2)(a, 7)> and <(e, 2)(a, 4)>ins,;

T <le, 30, 6)> and <(e,3)(a, 2> in's,
< (e,5) [lc,2)(f,1)] (b,2) >
< g, 2)(e, 6)] (@, 1)(b, 1)(c, 2)] [(a,2)(d, 3)(e, 3)] > Denote as <(e, 6)(a, 1)> ~ <ea>
< (¢, 1) [(a,6)(d, 3)e, 2)] >
< [(b,2)(e,2)] [(a,7)(d,3)] I[(a,4)(b,1)(e 2)] >
< [(b,2)(e,3)] [(a,6)(e,3)] [(a,2)(b,1)] >

u A W N B
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Problem Statement: Utilities

The Sequence Utility Framework

The g-item utility: The sequence utility in a g-sequence:
u(, q) = fu,(p(D, q)
. e (ts) = (s")
The g-itemset utility: o suthJfgsu ’
" The sequence utility in a database:

v(t) = U v(t,s)

The g-sequence utility: se8

w® = fu, (| uca
j=1

w(s) = fu (@
j=1

The g-sequence database utility: For example:

u®) =f“db(jU1”(sf)) v(<ea>, s,) = {u(<(e, 2)(a, 7)>), u(<(e, 2)(a, 4)>)}
v(<ea>) = {v(<ea>, s,), v(<ea>, s,), v(<ea>, s;)}
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Problem Statement: Utilities

High Utility Sequential Pattern Mining

The g-item utility: The sequence utility in a database:
fu, (e, @) =p() X q _ _ e , .
The g-itemset utility: V(t) = Uy (t) = Zmax{u(s Js'~tns'Ssns €S}
futs(]ul uiy)) = ]Z:l”(if' 2 For example:
The g-sequence utility: V(<ea>, s,) = {16, 10}
ful Jut = Y uay V(<ea>) = {{8, 10}, {16, 10}, {15, 7} }
j=1 =1
The g-sequence database utility:  gequence t is a high utility sequential
fud,,(Uu(sj)) = D u(s) patternifand only ifu,, > ¢
j=1 j=1

where £ is a user-specified minimum utility.

Target: Extracting all high utility sequential patterns in S satisfying §.

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

USpan Algorithm

Challenges of mining for high utility patterns

U, (<0>)=4+12+14+12 =42
u,, (<ab>)=7+13+9=29
U, (<abc>)= 15

u,., (<(abc)a>)= 19

No Downward Closure Property

©Longbing.Cao www.datasciences .org



USpan Algorithm

Lexicographic
Q-sequence
Tree
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V(<b>) {10 5} havior Intelligence

USpan Algorithm ;

Table 1: Quality Table e 2 2

mnn-nn- v(<(be)>) = {10 +2,5 + 2} = {12

= , = , 7}
Quality 2 m&

Table 2: Quantitative Sequence Database b - 5
Csp | oummaweseauence -
d 9

< (e5) 62,1 (b2) > e 20 om
< [0, 2(e6)] [a,1)b 2] [0,20d3)e3)] >  y<(be)as)={12 + 14, 12 + 8} = {26, ZO}I

< (61) [a6)d3)e2)] > ESNe
< [(b,2)e 2] [(a,7)(d3)] Ia,4)b, e 2)] > T we

] |
5

Q

vu A W N
o

< [(b,2)(e,3)] [(a,6)(e,3)] [(a,2)(b,1)] >

3 ; 2

mmmm v(<(be)(ad)a>) = {35 + 8} V(<(be)lad)>) = {26 + 9} = {35}
Cems | 11 | 12 | 13 | S i

Q.

9

a 8
b 10 5 -a 8
d 9
d
e 2 2 d
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USpan Algorithm: Concatenation

Data
Representation

©Longbing.Cao

N

Pattern: ((ad)fd)

AN
Sequence 3 = ]

I S-Concatenation
1 &———*p 7 B [quantitative
I Sequence 2 v___ items
a [; I
d p] - A =i ;
e 1 6 7 Ending
e a Sequence 1 AN /7 item
ol S 1 2 3 4 5/6 7 /8 9
i 4
i
g /
h
H .
=1 =
I I
1 I
| A
Projected—/ L/
quatitative ) ., j 3
ltems pivor—  I-Concatenation
quantitative
items
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USpan Algorithm: Width Pruning

<> — S-Concatenate
—  |-Concatenate
What is Width
at ls | {H4.2}{12} {10H3HY | | srevaudauin |00 e
(14,8}{12.4}} {10,5}{10,5}} {{8HBR4Y0
Pruning // \M
<(ab)> <(ac)> <(ad)> <(ae)>
{H{7H} {13421} {10,714} | weeee-
{13)9} {10000 23}0) {10}{15})

<@bo)> @b | [
wos000 | KRR | o000 | | ©0enow | | oo

T
—~— T
. —
~ —
— T——
~— —
~— —_—
~— ——

<(@bcja> <(abc)d>
0rooon | | oeaoon | KEENNEE | ©eo0on | | ©e0a00o

~<(abje>

<(ab)(ad)> <(ab)(ae)>
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USpan Algorithm: Width Pruning
What to Width Prune

Table 1: Quality Table
[ ttems | a | b | c|d el f .
Quality 2 5 4 3 1 1 <f> should be width-pruned

Table 2: Quantitative Sequence Database

m Quantitative Sequence m

' © s el B = “ SWU(<ea>) = u(s,) + u(s,) + u(ss)
2 < [a2e6] [a1b1c2)] [(@2)d3)e3)] > a1 41450424
3 < (¢,1) [a,6)d, 3)e, 2)] > 27 _
a < b, 2)e, 2] [a,7)d,3)] [(a, A)b, Lie, 2)] > 50 =115
5 < (b, 2)(e, 311 [(a, 6)e,3)] [(a,2)(b, 1] > 2
[sib | QuantitativeSequence | SU
1 < (e,5) Ilc,2)(f,1)] (b,2) > 24
) < (0266 (U662 (@A > o  SWUl)=uls) =24
3 < (¢,1) [(a,6)(d,3)e, 2)] > 27
4 <16, 2)(e, 2] [a,7)d,3)] [a, 4)b, e, 2)] > 50
5 < b, 2)Me 3 [(a,6)le, 3] I(a,2)(b, 1)] > 1

©Longbing.Cao www.datasciences.org
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USpan Algorithm: Depth Pruning

== ——» S-Concatenate
—)  |-Concatenate
What is Depth
i <g> <b> <c>
: L[ 20 TC I P —
Pruning | Gasiizan (10,5105 {BHBHANHY)
I //M
<(ab)> <(ac}> <(ad)> <(ae)>
N {13421} ({10,714}
{13)9}} o0 23} [10)(15))

<(@ab)e>

<(@ber —@be | <@
wosnon | [REGE | 01000 | | @aenon | | ©aoon

e T
— —
" ——
. ——
~— —
- —
- —
~ —

<(abc)a> <(ch)d> <(ab)(ad)> <(ab)(ae)>
{{19:HHB {24330 {18133 {H{20K 33 {14330
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USpan Algorithm: Depth Pruning
What to Depth Prune

Table 1: Quality Table
| ttems | a | b | c|d]e]f]
4 3 1 1

Quality 2 5

<e(ae)> should be depth-pruned

Table 2: Quantitative Sequence Database

i | il Ll (=] U.o (<ea>) = (8+29) + (16+24) + (15+17)

1 < (e5) 621 (b2) > 24
2 < [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)] [(a, 2)(d, 3)(e, 3)] > 41 i i;; 40 +32
2 < (¢,1) [a,6)d, 3)e, 2)] > 27
4 < [(b,2)(e, 2)] [(a, 7)(d, 3)] [(a, 4)(b, 1)(e, 2)] > 50
5 < [(b,2)(e,3)] [(a, 6)(e,3)] [(a,2)(b,1)] > 42
]
g < (e5) [(c 2 1 (b,2) > ? Urest (<€(a€)>) = (18 +9)
2 < [a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)] [(a, 2)(d, 3)(e, 3)] > 41 =27
3 < (©1) [a 6)d3)e2)] > 27
4 < [(b,2)(e, 2)] [(a, 7)(d,3)] I(a, 4)(b,1)(e,2)] > 50
5 < [(b,2)(e,3)] [(a, 6)(e, 3)] [(a, 2)(b,1)] > 42

©Longbing.Cao www.datasciences.org
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Datasets

Synthetic Datasets

Parameters

DS1 DS2

Real Datasets

DS3 is a dataset consisting of online
shopping transactions which contains
350,241 transactions and 59,477
customers.

DS4 is a real dataset that includes
mobile communication transactions.
The dataset is a 100,000 mobile call
history from a specific day. There are
67,420 customers in the dataset.

www.datasciences.org



Experiments
Performance and distributions (DS2)

500 " 2500
—&e— Excution Time(s)
—H5— Number of Patterns m
400} //{2000
/
0
2 300 / 11500
E //
-
/Y
P
200t /_// / 41000
— A
e
— 8
B
100 . - 500
0.002 0.0018 0.0016 0.0014

Minimum Utility Threshold £

Number of Patterns

Number of Patterns
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300

—8—0.0012 A
——0.0014 /

——0.0016 B b
—+—0.0018 / \

250F

- )

I =]

=} =)
: :

—_
(=]
[=]

2
&
B

~a_

0
0123 45€6
Length of Patterns

¥ 1 1 1 1 1 Ml 21|
78 910111213 141516 17

* The running time and the number of patterns grow exponentially with

respect to €.
* The high utility sequential patterns are mid-long patterns.

©Longbing.Cao
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Experiments
Scalability Test (DS1 & DS2)

1600 : 1100 :
—=— DS with £ = 0.00§ 7 —=—DS1 with & = 0.00§ A
ith & -~ 1000} : :
1400 —— DS2 with & = 0.003 A ——DS2 with & = 0.003
e 900f )
1200F P
/,/
/ S 800t
1000F - =
O e & 700t
g 800t P =
B P - E‘ 600}
600f - J
) ;| g L
- 2 500
L B
400 s00l
T
200} 300}
0 1 1 200 1 1
50k 100k 150k 200k 50k 100k 150k 200k

Number of Sequences

Number of Sequences

* Both the time and memory usage grow linearly with respect to the size of the DB.

©Longbing.Cao

www.datasciences.org



Experiments
High Utility Sequential Pattern vs. Frequent Sequential Patterns (DS3)

2 T T T
—=— UUSpan &
1.8 —=— Prefixspan /@f"‘ 7
2 16} el
s
£ 7 il
© | 4f - A =
o A =
* r_f/}_,"/u r.B"Er :
g 12t ° -
t P'-’)BJ E,.B"B
5 Ve e
= e A
D038 / EE
g J o
@06t /
é /E{
04 @
f.-"’
0-2 ﬁ 1 1 1
0 500 1000 1500 2000

Top # Patterns

Average Utility per Pattern

0.002

0.00151\ \
0.001}

0.0005¢
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—=— USpan
—=— Prefixspan

EL - 0
™
! —i e
2 3 4 5

Length of Pattern

* USpan out performs Prefixspan with respect to the utilities of the patterns.

©Longbing.Cao
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Conclusions

©Longbing.Cao

. We define the problem of mining high utility sequential patterns.

. We propose the USpan to efficiently mine for mining high utility

sequential patterns.

. Two pruning strategies are proposed to substantially reduce the

search space.

. Experiments on both synthetic and real datasets show that USpan

can discover the high utility sequential patterns efficiently.

www.datasciences.org



Non-occurring Behavior Analysis
/Negative Sequence Analysis

Longt(>ing Ci'ao, Philip S. Yu, Vipin Kumar. Nonoccurring Behavior Analytics: A New Area. IEEE Intelligent Systems 30(6):
4-11 (2015).

Longbing Cao, Xiangjun Dong and Zhigang Zheng. e-NSP: Efficient Negative Sequential Pattern Mining, Artificial
Intelligence, 235: 156-182, 2016

Zhigang Zheng, Yanchang Zhao, Ziye Zuo, Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Chengqi Zhang. An Efficient
GA-Based Algorithm for Mining Negative Sequential Patterns, PAKDD 2010, 262-273

©Longbing.Cao



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

Problem description

 What is negative sequential patterns?
» Focus on negative relationship between itemsets

e Absent items are taken into consideration

« Example:
p,=<abcd> vs p,=<ab 7ce>
 Fach item, a, b, ¢, d and e, stands for a claim item of insurance.
* pl’ an insurant usually claims for a, b, c and d in a claim.
o p2° does NOT claim c after a and b, then claim item e instead of d.

©Longbing.Cao www.datasciences.org
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PSP & NSP

PSP: Positive Sequential Pattern

= Only contain occurring itemsets
E.g. pl=<a b c X>.

Existing Methods:
AprioriAll, GSP, FreeSpan, PrefixSpan, SPADE , SPAM

NSP: Negative Sequential Pattern
= Also contain non-occurring itemsets
E.g. pl=<a b -c X>.

Limited research:
Neg_ GSP, PNSP

©Longbing.Cao www.datasciences.org
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Challenges for NSP

e Apriori princivle doesn’t work for some situations
vy P D

« Huge search space

e 10 distinct 1items
e 3-item PSC: 103
* 3-item NSC: 203

©Longbing.Cao www.datasciences.org
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Difficulties in Mining NSP

B High Computational Complexity.
Additionally scanning database after identifying PSP.

B Large NSC Search Space.
k-size NSC by conducting a joining operation on (k-1 )-
size NSP. (NSC : Negative Sequential Candidates)

B No Unified Definition about Negative Containment.
How a data sequence contains a negative sequence?
<a> contains < a-~a >? <a> contains < -a a-a >?

©Longbing.Cao www.datasciences.org



Non-occurrence behaviour analysis

(Negative sequence analysis)

Table 1. Supports, Confidences and Lifts of Four Types of Sequential Rules

Rules Support Confidence Lift
C[a—n ran S 2
IT A — B P(A)—P(AB) 713('41;(3*18) 7‘;{3)(;?;?5;)
II1 | -A — B P(B)—P(A&B) %&w %
IV | 2A — B | 1-P(A-P(B)+P(AeB) | —EISERERARR) | I

©Longbing.Cao

Table 4. Selected Positive and Negative Sequential Rules

ring Behay

ar Intelligence

EHAVIOR INFORMATICS

Type Rule Support Confidence Lift
REA ADV ADV—DEB 0.103 0.53 2.02

DOC DOC REA REA ANO—DEB 0.101 0.33 1.28

RPR ANO—DEB 0.111 0.33 1.25

I RPR STM STM RPR—DEB 0.137 0.32 1.22
MCV—DEB 0.104 0.31 1.19

ANO—DEB 0.139 0.31 1.19

STM PYI—-DEB 0.106 0.30 1.16

STM PYR RFPR REA RPT— —-DEB 0.166 0.86 1.16
MND— -DEB 0.116 0.85 1.15

STM PYR RPR DOC RPT— -DEB 0.120 0.84 1.14

11 STM PYR RFPR REA PLN— —-DEB 0.132 0.84 1.14
REA PYR RFR RPT— —DEB 0.176 0.84 1.14

REA DOC REA CPI— -DEB 0.083 0.83 1.12

REA CRT DLY— —-DEB 0.091 0.83 1.12

REA CPI— —-DEB 0.109 0.83 1.12

—{PYR RPR REA STM}—=DEB 0.169 0.33 1.26

—{PYR CCO}—=DEB 0.165 0.32 1.24

—-{STM RPR REA RPT}—-=DEB 0.184 0.29 1.13

III —-{RPT RPR REA RPT}—DEB 0.213 0.29 1.12
—-{CCO RPT}—DEB 0.171 0.29 1.11

—{CCO PLN}—DEB 0.187 0.28 1.09

—-{PLN RPT}—DEB 0.212 0.28 1.08

—{ADV REA ADV}— —-DEB 0.648 0.80 1.08

—{STM EAN}— —-DEB 0.651 0.79 1.07

v —{REA EAN}— —-DEB 0.650 0.79 1.07
—-{DOC FRV}— —-DEB 0.677 0.78 1.06

—{DOC DOC 5TM EAN}— —-DEB 0.673 0.78 1.06
-{CCO EAN}— -DEB 0.681 0.78 1.05

www.datasciences.org




BEHAVIOR IN FORMATICS

ing Behavior Intelligen

Genetic-Algorithm based NSP approach-
GA-NSP

* Find good (frequent) genes with good performance (supp), and
optimize genes (FP) through crossover and mutation, m*generations

* Improve gene quality (making more and more frequent)
Strengths:

* Treat candidates unequally

* Very low support threshold

* Find long-NSP at the beginning

Zhigang Zheng, Yanchang Zhao, Ziye Zuo, Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Chengqi Zhang. An
Efficient GA-Based Algorithm for Mining Negative Sequential Patterns, PAKDD 2010, 262-273

©Longbing.Cao www.datasciences.org
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GA-NSP

« New generations- good genes (freq patterns) through
crossover and mutation operations.

» Population evolution control’ fitness and dynamic fitness.

» Performance improvement: pruning method (check
constraints of NSP)

©Longbing.Cao www.datasciences.org
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Problem Statement

» Sequence (general)
s =<e, e,... ,>
ie.<ab (cde> <abce>
* Positive/Negative Sequence

S, =<e; e,... e,>, all elements are positive

s, =<e,e,... e,>, at least one element is negative

n

o Its support is greater than minimum support threshold.
Two or more continuous negative elements are not accepted.
» For each negative item, its corresponding positive item is required to be frequent.
« [tems in an element should be all positive or all negative. i.e. <a (a,7b) c> is not allowed.

©Longbing.Cao www.datasciences.org
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* Negative Matching

Negative Matching. A negative sequence s,,=<ej €3 ... ep>
matches a data sequence s=<di do ... d,,, >, iff:

1) s contains the max positive subsequence of s,,

2) for each negative element ¢;(/ <i<k), there exist integers
P, ¢ r(1<p<q<r<m) suchthat: Je; ;Cd, e;;1<d,,
and for Vd,, e;7d,

Sequence | Matching | Data Sequence

S, <b —1¢c a> No <b fdca>
S, <b —ic d a> Yes <b fdca>

©Longbing.Cao www.datasciences.org
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GA-NSP Algorithm

= Encoding

Sequence Chromosome
geney  genesz  genes
<ab—(cd)>|=| +a +b —(c,d)

s Crossover

parentl|b —c | a|=|childl]|b —ce parentl|b-ca ||=|childl|b—cade
parent2| d]e |=|child2] da parent2| |de |=|child2|deb-ca

s Mutation

Select a random position and then replace all genes after
that position with 1-item patterns

©Longbing.Cao www.datasciences.org
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= Fitness & Dynamic Fitness

ind. fitness = (ind.support — min_sup) x DatasetSize. (1)

ind. fitness, initial set

ind.dfitnessx(1 — DecayRate), if ind is selected )

ind.df itness = {

x Selection

Selection(pop){ //Subfunction for selecting top K individuals from population
for (each ind with top K dfitness in pop){
popK .add(ind):
ind.dfitness = ind.dfitness * (I-decay_rate),
if (ind.dfitness < 0.01) ind.dfitness =0,
}
return pop kK,

}

©Longbing.Cao www.datasciences.org
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shavior Intelligence

Yes

Operation

| Mutation ||

Select Top K Individuals
(Dynamic Fitness)

ind. fitness = (ind.support — min_sup) x DatasetSize. (1)

ind. fitness, initial set

ind.dfitness x(1 — DecayRate), if ind is selected )

ind.dfitness = {

©Longbing.Cao www.datasciences.org
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GA-NSP Pseudocode

RunGA(min_sup, decay-rate, crossover_rate, mutation_rate){
pop = initialPopulation();
for (each individual ind in pop){
ind. fitness = calculateFitness(ind);
ind.dfitness = ind. fitness
pop.sum_dfitness = pop.sum_dfitness + ind.df itness

while ( pop.sum_dfitness > 0){
popK = Selection(pop);
if (Random()<<crossover-rate) Crossover(popK);
if (Random()<mutation-rate) Mutation(pop K);
for (each individual ind in popi)
if (Prune(ind) ! =true && ind.sup >= min.sup) pop.add(ind);
}

return pop;

}

www.datasciences.org
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Experiments Result .1

©Longbing.Cao

Datasets

Dataset1(DS1) is C8.7T8.S4.18.DB10k.N1k, which means
the average number of elements in a sequence is 8, the
average number of items in an element 1s 8, the average
length of a maximal pattern consists of 4 elements and
each element is composed of 8 items average. The data set
contains 10k sequences, the number of items is 1000.

Dataset2(DS2) is C10.72.5.84.12.5.DB100k.N10k.

Dataset3(DS3) is C20.T4.56.18.DB10k.N2k.
Datasetd(DS4) is real application data for insurance claims.

www.datasciences.org
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e Mutation Rate
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* Comparison with PNSP, Neg-GSP
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Classification of both positive and negative

behavior patterns

Huaifeng Zhang, Yanchang Zhao, Longbing Cao, Chengqi Zhang and Hans Bohlscheid. Customer
Activity Sequence Classification for Debt Prevention in Social Security, Journal of Computer Science
and Technology, 24(6): 1000-1009 (2009).

Yanchang Zhao, Huaifeng Zhang, Shanshan Wu, Jian Pei,Longbing Cao, Chengqi Zhang and Hans
Bohlscheid. Debt Detection in Social Security by Sequence Classification Using Both Positive and
Negative Patterns, ECML/PKDD2009, 648-663.
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Sequence classification

©Longbing.Cao

Let T be a finite set of class labels. A sequential
classifier 15 a function

F.:85—-T. (1)

In sequence classification, the classifier J is built on the
base of frequent classifiable sequential patterns P.

Definition 3.1 (Classifiable Sequential Pat-
tern). Classifiable Sequential Patterns (CSF) are fre-
quent sequential patterns for the sequential classifier in
the form of p, = 7. where p, is a frequent pattern in
the sequence database S.

Based on the mined classifiable sequential patterns,
a sequential classifier can be formulised as

F s (2)
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* Class correlation ratio

CCR(p, — 7) = corr(p, — 7) _ a-(c+d)

corr(p, — —7)  c-(a+b)’

sup(pg U T) a-n

Orripe = T) = ) sup) @t (@t b

Table 2. Feature-Class Contingency Table

Pa “Pa Z
T a b a+b
-7 c d c+d

Z a+ce b+d n=a+b+c+d

©Longbing.Cao www.datasciences.org
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Table 4. Selected Positive and Negative Sequential Rules

Type Rule Support Confidence Lift
REA ADV ADV—DEB 0.103 0.53 2.02

DOC DOC REA REA ANO—DEB 0.101 0.33 1.28

RFR ANO—DEB 0.111 0.33 1.25

I RPR STM STM RPR—DEB 0.137 0.32 1.22
MCV—DEB 0.104 0.31 1.19

ANO—DEB 0.139 0.31 1.19

STM PYI—DEB 0.106 0.30 1.16

STM PYR RFR REA RPT— -DEB 0.166 0.86 1.16
MND— -DEB 0.116 0.85 1.15

STM PYR RPR DOC RPT— =-DEB 0.120 0.84 1.14

11 ETM PYR RPR REA PLN— -DEBE 0,132 0.84 1.14
REA PYR RPR RFT— -DEB 0.176 0.84 1.14

REA DOC REA CPI— -DEB 0.083 0.83 1.12

REA CRT DLY— -DEB 0.091 0.83 1.12

REA CPl— -DEB 0.109 0.83 1.12

-{PYR RPR REA STM}—DEB 0.169 0.33 1.26

-{PYR CCO}—DEB 0.165 0.32 1.24

-{STM RPR REA RPT}—DEB 0.184 0.29 1.13

111 -{RPT RPR REA RPT}—DEB 0.213 0.29 1.12
-{CCO RFT}—DEB 0.171 0.29 1.11

-{CCO PLN}—DEB 0.187 0.28 1.09

-{PLN RPT}—DEB 0.212 0.28 1.08

-{ADV REA ADV}— -DEB 0.648 0.80 1.08

-{STM EAN}— -DEB 0.651 0.79 1.07

v -{REA EAN}— -DEB 0.650 0.79 1.07
-{DOC FRV}— -DEB 0.677 0.78 1.06

-{DOC DOC STM EAN}— -DEB 0.673 0.78 1.06
-{CCO EAN}— -DEB 0.681 0.78 1.05

©Longbing.Cao www.datasciences.org



Table 5. The Number of Patterns in PS10 and PS05

PS10 (min_sup = 0.1 )

PS05 (min_sup = 0.05)

Number | Percent(%) | Number | Percent(%)
Type 1 93,382 12.05 127,174 3.93
Type II | 45821 591 | 942,498 20.14
Type II1 79,481 10.25 | 1,317,588 40.74
Type IV | 556,491 71.79 846,611 26.18
Total 775,175 100 | 3,233,871 100

©Longbing.Cao
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Table 6. Classification Results with Pattern Set PS05-4K

Pattern Number 40 60 80 100 150 | 200 | 300
Recall 438 | 416 | .286 | .281 | .422 | 492 | .659
Precision | .340 | .352 | .505 | .520 | .503 | .474 | .433

Negé-Pos
Accuracy | .655 | .670 | .757 | .7T61 | .757 | .742 | .T05
Specificity | .726 | .752 | .909 | 916 | .865 | .823 | .T20
Recall A30 | 124 | 141 | 135 | .151 | 400 | .605
. Precision | .533 | .523 | .546 | 472 | .491 | .490 | .483

Positive

Accuracy | .760 [ .758 | .749 752 754 | 752 | .T745
Specificity | .963 | .963 | .946 | 951 | .949 | .865 | .790

www.datasciences.org



e-NSP: Efficient negative sequential
pattern mining

Cao, Longbing, Xiangjun Dong, and Zhigang Zheng. "e-NSP: Efficient negative sequential pattern
mining." Artificial Intelligence 235 (2016): 156-182.

Dong, Xiangjun, Zhigang Zheng, Longbing Cao, Yanchang Zhao, Chenggqi Zhang, Jinjiu Li, Wei Wei, and Yuming
Ou. "e-NSP: efficient negative sequential pattern mining based on identified positive patterns without database
rescanning." In CIKM, pp. 825-830. ACM, 2011.
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Some Definitions

= Negative Item/Element:
Non-occurring item / element

= Negative Sequence
A sequence includes at least one negative item

= Positive-partner of a Negative Element /Sequence
p(e)=e.

p(<a~(ab) c>) =<a(ab) c>.

= Max Positive Sub-sequence
MPS(<a—(ab) c>) = <ac>.

©Longbing.Cao



Constraints to Negative Sequence

Constraint 1. Frequency Constraint

This paper only focuses on the negative sequences ns whose positive partner is
frequent, i.e., sup(p(ns))>=min_ sup.

Constraint 2. Format Constraint

Continuous negative elements in a NSC are not allowed.
<=(ab) c-d>
<=(ab)-cd> X

Constraint 3. Element Negative Constraint

The minimum negative unit in a NSC is an element.
<=(ab) c d>
<(-ab) cd> X

©Longbing.Cao



What does This Paper Do

E-NSP: Only use corresponding PSP information to calculate the support of
negative sequence, without additional database scanning.

A definition about negative containment.
Three constraints for negative sequence
A smart method to generate negative sequence candidate (NSC).

A conversion strategy to convert negative containment problems to positive
containment problems.

A method to calculate the support of NSC.

©Longbing.Cao



The framework of E-NSP

5 Generate Convert Calculate
Sequence
database

Mine all PSP by traditional PSP mining algorithms;
Generate NSC based on these PSP;
Convert these NSC to corresponding PSP;

Get supports of NSC by calculating support of
corresponding PSP.

ol o A

©Longbing.Cao



Negative Containment Definition

Definition 4. Negative Containment Definition

Let ds=<d: d2 ... di> be a data sequence, ns=<s1 s2

. Sm> be an m-size and n-neg-size negative sequence, (1)
if m>2t+1, then ds does not contain ns; (2) if m=1 and
n=1, then ds contains ns when p(ns)Zds; (3) otherwise, ds
contains ns if, V(s;,id(s;)) € EidS;, (1<i< m), one of the
following three holds:
(a) (Isb=1) or (lsb>1)Ap(s1)Z<d; ... disp—1>, when i=1,
(b) (fse=t) or (0<fse<t)Ap(sm)L<dfses1 ... d:>, when i=m,
(c) (fse>0 N Isb=fse+1) or (fse>0 A lsb>fse+1) N p(s;) &
ﬁidfsg_|_1 ... disp—1>, when 1<i<m,

where fse=FSE(MPS(<s1 s2 ... 8i_1>),ds), lsb=LSB(
ﬂ’fPS{/{Si_Fl e Sﬂl:?)}d«g/].

©Longbing.Cao



Negative Containment Definition

ns=<ns,. e, NS ,iope >
MPS(ns,eﬂ) e MPS(ns,,-ght)
w -’ v
c ¢ C
oy g,
AS=<S1,ue0s0sSjy Sipgree-Sjgr Sjpesssesees S,>

ds contains ns if <s,,...,s;> contain MPS(ns,,) ,
<sj...s;> contain MPS(ns; ,.) , and <'s,;,...s; ;,
>doesn’t contain <e>. (To EACH negative
element -e in ns)

©Longbing.Cao



Example: Negative Containment Definition

ns=<a-bb(cde)>. ds=<a(bc)d(cde)>.

< a -b b(cde)>
Y e o
C C
ey Sy g \—
ds= <a (bc)d(cde)>.

ds contains ns.

©Longbing.Cao



Definitions

1-neg-size Maximum Sub-sequence is a sequence
that includes MPS(ns) and one negative element e in
original sequence order.

1-neg-size maximum sub-sequence set is a set that
includes all 1-neg-size maximum sub-sequences of ns,
denoted as 1-negMSs,...

Example ns=<a-bc-d>,

1-negMSSns ={<a-bc>, <ac-d>}



Negative Conversion Strategy

Given a data sequence ds=<d; do ... di>, and ns=<s;
82 ... 8m>, Which is an m-size and n-neg-size negative se-
quence, the negative containment definition can be convert-
ed as follows: data sequence ds contains negative sequence
ns if and only if the two conditions hold: (1) M PS(ns) C ds;
and (2) V 1-negMS € 1-negM SS,.s, p(1-negMS) € ds.

Example ns =<a-bb-a(cde)>, ds=<a(bc)d(cde)>.
1-negMSSns={ <a-bb(cde)> , <ab-a(cde)> }
(1)MPS(ns)=< ab(cde)>cds;

(2)p(<a-bb(cde)> )= <abb(cde)> ¢ ds;

ds contains ns

p(<ab-a(cde)> )= <aba(cde)> ¢ ds;

©Longbing.Cao



Negative Conversion Strategy
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Calculate the Support of NS

sup(ns)=|{ ns }|={MPS(ns)} - {p(1-negMs)}| 1)

Because J {p(1-negMs;)} c {MPS(ns)}, equation 1 can be rewritten as:
sup(ns)= {MPS(ns)}| - {p(1-negMS)})

= sup(MPS(ns))-| , {p(1-negMS)}| @)
Example 10 sup(<a—bc—de>)=sup(<ace>})-|{<abce>}u {<acde>}|;

sup(<—aa—a>)=sup(<a>)-|{<aa>}I{<aa>}|=sup(<a>)-sup(<aa>).

If ns only contains a negative element, the support of #s is:

sup(ns) = sup(MPS(ns)) - sup(p(ns)) 3)
Example 11 sup(<a—bce>) = sup(<ace>) - sup(<abce>)
Specially, for negative sequence <—e >,

sup(<-e>) =|D| — sup(<e>). @)

©Longbing.Cao



Calculate the Support of NS
sup(ns) =| {MPS(ns)} | — | Ui {p(1-negM S)} |
= sup(MPS(ns))— | Uiy {p(1 — negMS)} | (2)

Knoun gl

PSP Support {sid}
<a> 4 -
<b> 3 -
<c> 2 -
<a a> 3 {20,30,40}
<a b> 3 {10,20,30}
<a c> 2 110,30}
<b c> 2 110,30}
<(ab)> 2 -
<a b c> 2 110,30}
<a (ab)> 2 120,30}

©Longbing.Cao
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Negative Sequential Candidates Generation

Definition . e-NSP Candidate Generation

For a k-size PSP, its NSC are generated by changing
any m non-contiguous element(s) to its (their)
negative one(s), m=1,2, ... k/2| where[k/2]is a
minimum integer that is not less than k/2.

Example. s=<(ab) c d> include:
m=1, <-(ab) c d>,<(ab) -cd>,<(ab) c-d>;
m=2, <-(ab) c -~d>.

©Longbing.Cao



An Example

Table 2: Example Result - Positive Patterns

PSP Support {sid}
Table 1: Example Data Set zg; “31 -
Sid Data Sequence :
10 | <abc> <c> 2 - |
0 | <a (ab)> <a a> 3 {20,30,40}
30 | <(ac) (ab) c> <a b> 3 {10,20,30}
40 | <a a> <a c> 2 {10:30_}
50 | <d> <b c> 2 {10,30}
<(ab)> 2 -
<a b c> 2 {10,30}
<a (ab)> 2 {20,30}

©Longbing.Cao



An Example

Table 3: Example Result - INSC and Support
(min_sup—"2)

PSP NSC Related PSP Sup
< a> <—a>> <a>> 1
<b> == b= <b> 2
< c> < e> <c> 3
< a a> < —a a—> <a>, <a a>> 1

<a —a> <a>, <a a>> 1
~a b> <—a b> <b>, <a b> 0
<a —b> <a>, <a b> 1
<a c> <—a c> <c>, <a c=> 0]
[<a —c> | <a>, <a c> 2
<b > b c—> L <c>, <b c> 0
< b —e> <b>=, =<b c> 1
< (ab)> | <—(ab)> | <(ab)> 3
<a (ab)> < —a (ab)> <(ab)>, <a (ab)=> 0
[=a ~(ab)> || <a>, <a (ab)> 2
<a b c> =—a b c— C<=b c>, <a b c> 0
<a —b > <a c>, <a b c> (8]
<a b —e> <a b>, <a b c> 1
<—a b —e> <b>, <a b>, <b c> 0

©Longbing.Cao



Experiment and Evaluation

Four source datasets including both real data
and synthetic datasets generated by IBM
data generator. Partition these datasets to
14 datasets according to different data

factors.



An Example

Table 4: Dataset Characteristics Analysis Result

I ID'ataset min NGSEP PINSF eNSEF tg ftao
Characteristics sup (tq.=2) (to,s) (tg.=)
0.04 1451.7 638.2 14.94 2.3%
DSs1 CaT45616.DB10k.IN100 0.06 241.4 163.1 4.16 2.5%
0.08 TE.9 61.9 1.53 2.5%
0.01 517.5 208.4 1.08 0.5%
DsS1.1 CAT456l6. DE10k. IN100 0.015 130.4 G4.5 0.33 0.5%;
0.02 48.0 28.4 0.16 0.5%
0.14 229.0 191.9 T.99 4.2%%
Ds1.2 Ci12T456l6 . DB10k. IN100 0.16 127.6 109.5 4.49 4.1%
0.18 T3.B 66.9 2.53 3.8%
0.22 130.8 118.5 5.22 4.4%%
D=s1.3 CETssSele . DE10k. N 100 0.24 83.7 TG.5 3.19 4.2%;
0.26 55.9 52.8B 2.14 4.1%%
0.3 1205.2 960.3 57.55 5.9%
DsS1.4a CeTizsSsle . DB10k. N 100 0.4 133.2 123.5 6.T5 5.5%
0.5 23.6 23.0 1.06 4.6%
0.0 1130.0 A4TE.6 12,22 2.69%
DsS1.5 CeTas12l6. DE10k. IN 100 0.06 18F.0 124.7 3.39 2.7%
0.08 61.2 47.5 1.23 2.6%%
0.04 297.1 157.4 3.47 2.2%
D=S1.s CaTasi1s8l6. DEB10k. N 100 0.06 G64.2 45.5 0.97 2.1%
0.08 23.5 19.0 0.36 1.9%
o0.06 Go0.2 395.1 T.33 1.9%
D=E1.7 CET456110.DE10k. IN100 .07 334.7T 227.5 4.23 1.9%
0.08 188.1 138.0 2.63 1.9%
0.08 983.9 630.8 8.88 1.4%
Ds1.8 CaT456114. DEB10k. N 100 0.1 320.5 248.9 3.63 1.5%
0.12 141.8 112.7 1.61 1.4%
.03 37T8.2 95.4 0.59 0.6
DS1.9 CaT45616. DE10k. IN200 0.04 101.8 43.1 0.17 0.4%%
0.05 39.5 23.3 0.06 0.3%%
0.015( B823.0 97.4 0.08 0.1%%
DsS1.10 CaT456l6 . DEB10k. IN4A00D 0.02 197.3 42.0 0.03 0.1%
0.025| 99.8 20.6 0.02 0.1%
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Experiment and Evaluation
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Conclusions

* We have proposed a simple but very efficient NSP mining algorithm: e-
NSP. E-NSP includes:

B A formal definition, negative containment, to define how a data sequence
contains a negative sequence.

B A negative conversion strategy to convert negative containing problems to
positive containing problems.

B A method to calculate the supports of NSC only using the corresponding PSP.
B Asimple but efficient approach to generate NSC.

B The experimental results and comparisons on 14 datasets from different data
characteristics perspectives have clearly shown that e-NSP is much more efficient
than existing approaches.

©Longbing.Cao www.datasciences.org



Coupled/Group/Collective Behavior
Analysis
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Intelligent Transport
Systems

Physical world

Virtual world
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What is Coupled Behavior?

Longbing Cao. Coupling Learning of Complex Interactions, Information Processing
and Management, 51(2): 167-186 (2015)

Cao, L., Ou, Y., Yu, P.S. Coupled Behavior Analysis with Applications, IEEE
Transactions on Knowledge and Data Engineering, 24 (8): 1378-1392, 2012.
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Relationship crossing behaviors

Actor |

el Interaction A
avior | Behavior 2

S r f Temporal \ - ‘h—
Obiject | |- Time Serial Time & @ 12
= q Parallel J =
Synchronous
. Temporal o ) [ i | (o
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< > Causal
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Figure 6: Relationships between Multiple Behaviors — Hicramhical —
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Figure 7: Relationships between behaviors
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Behavior Coupling Types

* Logic/semantic relation based behavior coupling
* Statistical/Probabilistic relation based behavior coupling

©Longbing.Cao www.datasciences.org



BEHAVIOR IN FORMATICS

Behavior Feature Matrix oSt

I actors (customers): {61,462, ...,671}
J: behaviors for an actor &;: {Bi1, Bio, ... ,\Bﬁi}
Behavior B;; : ﬁz’j = ([pij]1. Pijl2s - . Pijlr)

Behavior Feature Matrix:

(Bii Bio ... Big,..)
Boy Bax ... Boy
FM(B) = * . *

\EII ]E)IQ et EI‘IHLEI/

©Longbing.Cao www.datasciences .org
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B1
B2
B3
B4
B5
B6
B7
B8

Transactional Data

An Example of Stock Marke

| Investor | Time | Direction | Price | Volume |

(1) 09:59:52 Sell 12.0 155
(2) 10:00:35 Buy 11.8 2000
(3) 10:00:56 Buy 11.8 150
(2) 10:01:23 Sell 11.9 200
(1) 10:01:38 Buy 11.8 200
(4) 10:01:47 Buy 11.9 200
(5) 10:02:02 Buy 11.9 250
(2) 10:02:04 Sell 11.9 500

BEHAVIOR INFORMATICS

Discovering Behavior Intelligence

Behavior Feature
Matrix

Bs @)

# FM(B) =

g @)
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Behavior Intra-relationship B

Definition 2. (Intra-Coupled Behaviors) Actor &;’s behaviors B;; (1 < j <
Jmaz) are intra-coupled in terms of coupling function 0;(-),

‘}'J"I"I-CI:I!
B! :=B.(6,0,%.0) Y 0;() OB (1)
j=1

165(-)[ = bo (2)

, , , Jmaz - .
where By is the intra-coupling threshold, io1 © means the subsequent behavior
of B; is B;; intra-coupled with 0;(-). and so on, with nondeterminism.

www.datasciences.org



BEHAVIOR INFORMATICS

Behavior Inter-relationship B

Definition 3. (Inter-Coupled Behaviors) Actor &;’s behaviors B;; (1 <1 < 1)
are inter-coupled with each other in terms of coupling function n;(-),

I

B" :=B;(£.0.€.) Y n(-) 0By (3)
1=1

n:(+)] > 1o (4)

. . . I .
where 1o is the inter-coupling threshold, ). ® means the subsequent behavior
of B; is B;; inter-coupled with n;(-), and so on, with nondeterminism.

IB“ Blg Bljmax\

IBQ]_ IBZQ . BQJ
FM(B) = ‘

BB ... Brj,..)

©Longbing.Cao www.datasciences.org



BEHAVIOR IN FORMATICS

Behavior Relationship

Definition 4 (Coupled Behaviors) Coupled behaviors B, refer to behaviors B; j,
and By, j, that are coupled in terms of relationships f(6(:),7(:)), where (i1 # ia)
V (]1 #]2)/\“ E '3‘-1?7'5-‘2 i: I)/\(l g jlﬁj'l i: Jma:z:)

'P‘HGI

B.=(B!,)" (B!, )" = méﬂm’ﬂz Z

i1,i2=1j1,J2=1
f(ejljz () 71152( J) ® (BthBlﬂz) (5)

©Longbing.Cao www.datasciences .org



BEHAVIOR INFORMATICS

Behavior Behavior Analysis EEEEE

Theorem 1. (Coupled Behavior Analysis (CBA)) The analysis
of coupled behaviors (CBA Problem for short) 1s to build the
objective function g(-) under the condition that behaviors are
coupled with each other by coupling function f(-), and satisfy
the following conditions.

() 9)
()\ () )32 (10)

©Longbing.Cao www.datasciences.org



Logic/Semantic Relation-based Group
Behavior Analysis

Longbing Cao. Combined Mining: Analyzing Object and Pattern Relations for Discovering
and Constructing Complex but Actionable Patterns, WIREs Data Mining and Knowledge

Discovery.

Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced
Data, IEEE Trans. on Knowledge and Data Engineering, 20(8): 1053-1066, 2008.
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Coupling relationships

* From temporal aspect

o Serial Coupling: T'Sy; T Sp; ... TS5,

o Interleaving Coupling: TS5y : TS5 :...: T'5,

e Shared-variable Coupling: T'S1|||T°Sz2]|]- - |]|T'Sx
e Channel System Coupling: T'S1 |T'52| -+« | T'Sa

o Synchronous Coupling: T'Sy | TSz || -+ || T'Sa

* From inferential aspect

e Causal Coupling: TSy — T'S2

e Precedential Coupling: TSy = T'Sz
e Intentional Couphng: TSy — T'Sa
¢ Inclusive Coupling: T'Sy — T'Sa

e Exclusive Coupling: T'S1 & T'S2

* From combinational aspect

e Hierarchical Coupling: f(g(T'51.7Sa2,.-- . 1T'S,.)) ¢ One-Party-Multiple-Behavior Coupling: f(1'S1,T'Sz,--- .
TS, ylA1]
e Hybrid Coupling: f(7'S1).g(T'Sa2), f(T'S1)", (I'S1)* :
e Multiple-Party-One-Behavior Coupling: f(T'Si ALz An]

e Multiple-Party-Multiple-Behavior Coupling: f(T'S1, T'S2
. TS.. ‘)|.-||AQ--'A,;]

©Longbing.Cao www.datasciences.org



Basic Behavior Patterns

e Tracing: Different actions with sequential order.

{al,az,...,an}

e Consequence: Different actions have causalities in occurrence.
(4, >a,)

e Synchronization: Different actions occur at the same time.
{a, ©&,--,a }

e Combination: Different actions occur in concurrency.

{al Haz an}

,-..,



e Exclusion: Different actions occur mutually exclusively.
{al ®a2®,---,@an}

e Precedence: Different actions have required precedence

(4,2 a,)

And more to be explored...

e Sequential Combination —— AxBxCx:--
e Parallel Combination —— AQBRIC®---
e Nested Combination

e Fuzzy or probabilistic Combination

©Longbing.Cao



Logic Coupling Based Combined Pattern Pairs

DEFINITION EXTENDED COMBINED PATTERN PAIRS. An Extended Combined FPat-
tern Pair (ECPP) is a special combined pattern pair as follows

g4 — 1
N XA Xe =Ty

Group 1 behavior

where Xy, # 0, Xo # D and X, 1 X, = 0. Group 2 behavior

©Longbing.Cao



Logic Coupling Based Combined Pattern Clusters

DEFINITION EXTENDED COMBINED PATTERN SEQUENCES. An Extended Combined
Pattern Sequence (ECPC), or called Incremental Combined Pattern Sequence (ICPS), is

a special combined pattern cluster with additional items appending to the adjacent local
patterns incrementally.

X, =Ty /—1 Group 1 behavior
_er M J{c,l — T2
S X AXo AX,y— Ty _
S /_‘ Group K behavior
| Xp AXeg AXeaAeoo A Xepo1 4 Ty

where Vi, 1 <1 <k—1 X;01NX; =X, and X010\ Xs = Xo; # 0 ie, X1 isan
increment of X;. The above cluster of rules actually makes a sequence of rules, which can
show the impact of the increment of patterns on the outcomes.

©Longbing.Cao



Multi-group Pattern Relation

* Type A: Demographics differentiated combined pattern
e Customers with the same actions but different demographics
- different classes/business impact

Ay + )9 —  moderate payver

A+ Dy —  quick payer
Tvpe A
Ay + D3z —  slow paver

©Longbing.Cao



Multi-group Pattern Relation

* Type B: Action differentiated combined pattern
e Customers with the same demographics but taking different actions
- different classes/business impact

A1+ I —  quick paver
Type B: A2+ 11 — moderate payer
As+ 1 — slow paver

©Longbing.Cao



Multiple Group Pattern Relations

An Example of Combined Pattern Clusters

Clusters | Rules Xp XNea T|Cnt| Conf| I.| I.|Lift|Contp|Cont, Lift of| Lift of
demographics | arrangements | repayments (%) ANp —=T|X. =T
Py P marital:sin uregular  |cashorpost|A| 400 83.0(1.12(0.67| 1.80 1.01 2.00 0.90 1.79
Fg &gender:F withhold ([cashorpost|A| 520 784]1.00 1.70 0.89 1.89 0.90 1.90
P= &benefit:IN | withhold & |cashorpost|B| 119 804|121 2.28 1.33 2.06 1.10 1.71
wrregular | & withhold
Py withhold ([cashorpost|B| 643 61.2]1.07 1.73 1.19 1.57 1.10 1.46
& withhold
Fy withhold & [withhold & [B| 237 60.6[0.97 1.72 1.07 1.33 1.10 1.60
vol. deduct | direct debit
Pig cash agent C| 33| e600[1.12 323 1.18 3.07 1.03 274
= P age:bo+ withhold |[cash or post|A|1980l 93 3|0.86(0.59] 2.02 1.06 1.63 1.24 1.90
Piq wrregular | cash or post| A [q 462 88 7[0.87 1.92 1.08 1.35 1.24 1.79
Pia withhold & |cashorpost|A| [32 85.7([0.96 1.86 1.18 1.30 1.24 1.57
irregular R
Py withhold & | wathhold 0] 633291 340 247 401 0.83 1.38
wrregular X

©Longbing.Cao




Multi-Group Combined Patterns

Ly

L o ]
L . .
Ll ‘_

\ Favem
U + i -

IMC GRS (B 1E) rel OMES KK LRI Fr1
u, y
[8F]
Figure 2: Pattern Evolution Chart
( TMC — IR

TMC,GPS — LR

TMC,GPS DAG — Uh

) TMC, GPS DAG PPJ — 1 ©)
TMC,GPS,DAG PP OMF — U !
TMC,GPS,DAG, PPT OMFIER — Uy
TMC, GPS DAG PPJ OMF IKR TMC — L

\ TMC,GFP5 DAG,FRJ OMF,IER TMC,FFJ — L3
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Multi-Group Combined Patterns

( PLN — T
PLN,DOC — T
PLN,DOC, DOC — T
PLN, DOC, DOC, DOC' — T
PLN, DOC, DOC, DOC, REA — T
PLN, DOC, DOC, DOC, REA, IES — T

Divergence vs. convergence of group behaviors
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Statistical/Probabilistic Coupled
Behavior Analysis
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Coupled Hidden Markov Model-based
Abnormal Coupled Behavior Analysis

Cao, L., Ou Y, Yu PS, Wei G. Detecting Abnormal Coupled Sequences and Sequence
Changes in Group-based Manipulative Trading Behaviors, KDD2010.

Cao, Longbing, Yuming Ou, and S. Yu PhiIiF. "Coupled Behavior Analysis with
Applications.” IEEE Transactions on Knowledge & Data Engineering 8 (2011): 1378-

1392.
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Pool manipulation

TABLE 1

An example of buy and sell orders
| Investor | Time | Direction | Price | Volume |
(1) | 095952 | Sell 120 | 155
(2) 10:00:35 Buy 11.8 2000
(3) 10:00:56 Buy 11.8 150
(2) 10:01:23 Sell 11.9 200
(1) 10:01:38 Buy 11.8 200
(4) 10:01:47 Buy 11.9 200
(5) 10:02:02 Buy 11.9 250
(2) 10:02:04 Sell 11.9 500

o
Price (i Lepend:
12.0 * (2} {2) * aell
11.% \ + T' ‘ buy

1 | ade
11.% ‘I A A () %) trade

(23 (3] (1)
9:59:52 10:00:35 10023 10200 40 10:02:02 Time
L0056 10:01-38 10:02:05

Fig. 1. Coupled Trading Behaviors
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g by, By bugyy
- T T
buy, Buy; By, Buy,
sall, sl soily
Eta = T
sall, sell, ‘ sall, || sl ‘
trad, g tracie
it i AF
e | o) . trade |
t+1 Tiie: "

r-1 t
(a) An Example of Coupled Trading Be-
haviors in Stock Markets
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Construct behavior sequences

{Actom- — Operation; n Actor; — Operation; | ;
Attributes; Attributes; Tt j=1winaize

(12)

(1) — amdd (1) — by
095952 120,155 1001 38,118, 200
)

. e
P .
\A o \\
(2)— Dugy (2)— el (2)— el trade
10:00:35 118, 2000 10:01:23.10.9. 200 10:02:0411.9.500,450

Fig. 2. Behavior sequences - Data Structure 1
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Actor; — Operation;
—

Category : |

Actor; — Operation; |

Attributes j

Attributes;

} i, j=liwinsize

(1) — 221l

(14)

(2)—zadf

BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

(2)— z2df

: 05052 12.0:155

NN

(2) - buy

10:01:2311.9,200

(1) — by

10:00: 35118 2000

LO 0L 38,118, 200

10:02: 0-1 ll‘}WO

(’1 tradz

1002 04.11.9: 450

Fig. 3. Behavior sequences - Data Structure 2
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CHMM Based Coupled Sequence Modeling

* Coupled behavior sequences

{I}l = {rf:Jlj_, A ,f:'l'_'l"'}
(I}g = {_@21 PRI .-‘-‘T.DZ-F }

*I’c = {E'Jc:L....,r.-"J;_‘fc:_}
e Coupling relationship
Rij(‘bi,q}_}]
* Behavior properties
Ry C R, Rij(®y,0;) = @

it (Dik,1s- - - Dik,L)

©Longbing.Cao www.datasciences .org
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H
'Ill
i
i
by
':J.-
] t+1 Tame

t-1 t

(b) The Structure of the CHMM

www.datasciences.org
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CBA - CHMM

©Longbing.Cao

CBA problem — CHM M model
®(B.)|category — X
M(®(Bc))|pik([pis]rs - - - [pis]i) = Y
f0(),n(-)) — 2

Initial distribution of ®(B.)|category — 7w

BEHAVIOR INFORMATICS
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Framework: abnormal CBA

Sourge
datn

A hnarmal

t Mormal’
data

Testing data

&
L - -
-

I'raming
dam

.

4

* Sequence 3 |

'

4 Foquence |
: ALUHMM
ey / .
Sequence ) Clutpw
B Sequence? |- CHRIM
i lractor SEES " }_' Analyzer

Wodel

Sdjustor

Change
Qe

Sdenificanl
change

BEHAVIOR INFORMATICS
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Abnorma
Coypled

Seyuearices

©Longbing.Cao

Fig. 5. Framework of abnormal coupled behavior detection
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Hidden States

shuy {Positive Buy, Neutral Buy, Negative Buy}
geelt — { Positive Sell, Neutral Sell, Negative Sell}

gtrade {Market Up, Market Down}

©Longbing.Cao www.datasciences.org
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Observation Sequences

Activity (A)
A ={ay,az,...,}

a; = (alti),p(t:), v(t:))

a(ts) = {buy | sell | trade}

p(ti) = {buy price|sell price|trade price}

v(ti) = {buy volumel|sell volume|trade volume}
Interval Activity (1A )

n

ﬁzzﬁ—lp* f=|Al=n .ﬁ:Eizflt?'
uantization .
IA(A,p, 7, f) - 1A' (p ' 1)

BEHAVIOR INFORMATICS
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Adaptive CHMM for Detecting Sequence Changes

©Longbing.Cao

Window 1 Window 2 Window 3

| |
"
1l 12 13 [ 1

Figure 3: Update Point of ACHMM

update

i = {1 — -u!).r;fd + w sk m%gw
y:}pdaze — {1 _ w]lyf_,—m 4w * y;}ew
3?“{2 =(1- u:}zf;fi +w k2"
ﬂ_fpdaze _ (1 _ w}?rioid +ow ﬂ_?ew

(15)
(16)
(17)
(18)
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The Algorithm

Algorithm 1 Constructing observation sequences

Step 1: Segment the whole trading day into L intervals
by a time window with the length winsize.

Step 2: Calculate TA for buy-order, sell-order and trade
activities respectively in each window. They are denoted
as IA?”L', TAF and 1A respectively.

Step 3: Obtain Iﬂibw, T4 and 1A% by quantiz-
ing IA?”’y, TA7Y and [Afmede,

Step 4: Obtain the trading activity sequnce I A"™¥ for
buy-order by putting all [ Azbw in a trading day together.
Obtain A% and T A" in the same way. We obtain

JAtYPE _ IA;rype,IA;Eype, . ,IA::Eype (19)

where type £ {buy, sell, trade}. T AP T A gnd T ATade
are the observation sequences of CHMM in the day.
Step 5: Repeat Step 1-4 for each trading day

©Longbing.Cao www.datasciences.org
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Algorithm 2 Detecting abnormal trading sequences

Step 1: Construct trading sequences including train-

ing sequences Seqgi, Seqgz,--- . Seqgrx and test sequences
Seqy, Seqga, --- , Seq. .

Step 2: Train the ACHMDM model on the training se-
quences;

Step 3: Compute the mean () and standard deviation
(o) of probability of training sequences according to the
following formulas:

YK Pr(Seq;|ACHM M)
B= K

(20)

K
1 - e
_ S e CEH M M ‘
T=A T ;_1 Pr{Segq | ACHMM)) — u (21)

where K is the total number of training sequences, mean
p represents the centroid of model ACHMM, and the stan-
dard deviation o represents the radius of model ACHMDM.
Step 4: For each test sequence SEQ;, calculate its distance
I to the centroid of model by

D, — p— Pri(Seg; | M)

= (22)

Clonsequently, Seg; is an exceptional pattern, if it satisfies:
Dy = g (23)

where 14q is a given threshold.

©Longbing.Cao www.datasciences.org
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 Benchmark Models
« HMM-B
* HMM-S
* HMM-T

* CHMM
* ACHMM

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

Evaluation

e Technical performance

TP+TN
Accuracy = Fp T ENTFPITN )
. TF
Precision = TP+ EP (44)
TF
REC&” = m {45)
TN

* Business performance

Return = In-** (48)
Pr—1

Abnormal Return = Return — (7 + £Return™™ ™) (49)

©Longbing.Cao www.datasciences.org



winsize = 10 minutes winsize = 20 minutes

winsize = 10 minutes winsize = 20 minutes

eli} 30 40 50 60 T20 a0 40 50 &0
F-Num P-Num
winsize = 30 minutes winsize = 80 minutss
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50 80

50 60 20 an
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[ HMMT - o HMM-B - HMM-5 -—v— [HMM — & — CHMM —e— ACHMM|

Figure 4: Accuracy of Six Models

winsize = 10 minutes winsize = 20 minutes

Predsion

Precision

Predsion

k) 40 50 &0
P-Num

winsize = 30 minutes winsize = 60 minutes

Precision

IJ'1"I1l 50 60

P-Num

o HMMLT ---@ - HMM-B ---# - HMM-5 -—v— [HMM — = — CHMM —e— ACHMM

Figure 5: Precision of Six Models

winsize = 10 minutes winsize = 20 minutes

095
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./ o7 0.8
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2 04 - [ LE ] e - £ i
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o e e - 00
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winsize = 80 minutes

winsize = 30 minutes

winsize = 30 minutes winsize = 60 minutes

Specificity

20 a0 40 50 (] i) a0 40 50 60
P-Num P-Num
-0 HMM-T ---©-- HMM-B ---#-- HMM-5 - —v—- [HMM — & — CHMM —&— ACHMM

Figure 6: Recall of Six Models
©Longbing.Cao
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Figure 7: Specificity of Six Models
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* Business Performance
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Fig. 8. Return of Six Models Fig. 10. Abnormal Return of Six Models
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 Computational cost

TABLE 5
Computational performance
| | [THMM [CHMM [ACHMM |

winsize | Training time (s)| 0.574 | 11.978 | 11.988
=10 (m) [ Test time (s) 0.056 | 1.296 3.576
winsize | Training time (s)| 0.256 | 4.929 4933
=20 (m)| Test time (s) 0.047 | 0.655 3.486
winsize | Training time (s)| 0.206 [ 4.121 4119
=30 (m)| Test time (s) 0.042 | 0.447 2.429

winsize | Training time (s)| 0.109 | 2.003 2.004
=60 (m)| Test time (s) 0.036 | 0.221 1.206

©Longbing.Cao www.datasciences.org



Conditional Probability Distribution-based
Coupled Behavior Analysis

Yin Song, Longbing Cao, et al. Coupled Behavior Analysis for Capturing Coupling
Relationships in Group-based Market Manipulation, KDD 2012, 976-984.

Yin Song and Longbing Cao. Graph-based Coupled Behavior Analysis: A Case Study on
Detecting Collaborative Manipulations in Stock Markets, [JCNN 2012, 1-8.
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e Sn‘ﬂ.ll
trade; _
by, L
bary, —
bury, trade; sell; bury LT trade, .
Vohms Vohmeo _ - -
Toomms: Tims WViokemns, Violme P
Oirder Mo =

(a) The Coupled Behaviors (b) Link Generation Using
with Reference and Analy- Reference Properties.
sis Properties.
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Graph-based Coupled Behavior Presentation

£ RTALER

By,

v [ By

\
el .. ""-.\ sl sll, sl
. 1
u ‘.1 "'\-.‘__‘ 'HH
Hx *, s .
N N
4, T

trode, frode. trade,
i-1 f i+l Time

(¢) The Structure of Graph-based Cou-
pled Behavior Model
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rd
1
/| g
B
] The CPD of Abnormal
E | the Copled Coupled
A ] Behaviors Behaviors
B Chutput
o I
Troprt
(Testinz Data) Dietection Alzonithm

Testing Diata

Figure 2: The Work Flow of the Proposed Frame-
work.
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Propositional Coupled Behavior
* CPD

/ sell;

| trade)
buy; [

buy, |—— tradep

(a) An Example of the Sub-
graphs for Each Target Behav-

10T
X% 1 RFy, | RFs | --- | RF, )
trade; T rfin | rfor | -0 | Tfaa p{}i"{” |RF1-. RFQ. e RFRJ
trades T2 ?"fm ngg s T‘fn? ' .

(b) An Example of the Relational Features
for Each Target Behavior
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* Estimate p(RF/X)

p(RFy| X)) p{RF-2|Xm} oo, p(RER| X))

e Estimate
CPD p(X®|RFy,--- ,RF,)

ap(X )p(RFY | X )p(RFR| X ™) -+ p(RFL | XY)

©Longbing.Cao www.datasciences.org
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* CBA problem - CPD problem

C'BA problem — SRL M odeling (5)
F(6(-),n(-)) — the CPD p(X'|RF\,---  RF,) (6)

©Longbing.Cao www.datasciences.org
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Relational Bayesian Classifiers (RBCs)
The CPD p(X|RFy,--- . RF,) can be estimated as

ap(XW)p(RF1 | X1)p(RF|X1) - p(RF|IX")  (8)

where « is the normalized constant.

e Conditional likelihood:

CL(b%) = [T e p(X'"Y = zyolrfia, fa o7 fua; M)

©Longbing.Cao www.datasciences.org
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Relational Probability Trees (RPTs)

The RPT algorithm uses aggregation functions (e.g, mode,
count, proportion and degree) to transform the relational
features of subgraphs to propositional features and use these
features to construct probability trees.

©Longbing.Cao www.datasciences.org
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Probabilistic Modeling of Rating Behaviors
for Scalable Recommendation

Tron% Dinh Thac Do and Longbing Cao. Metadata-dependent Infinite Poisson Factorization
for Efficiently Modelling Sparse and Large Matrices in Recommendation, [JCAI2018.

Trong Dinh Thac Do, Longbing Cao. Coupled Poisson Factorization Integrated with
User/ltem Metadata for Modeling Popular and Sparse Ratings in Scalable
Recommendation. AAAI2018.
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Metadata-integrated Poisson Factorization (MPF)
Metadata-integrated Infinite Poisson factorization
(MIPF)

]

Enrich prior using a _. o =

user and item » mel.M|[a=1.N

metadata m h"n: lﬂ.m
m=1_.M||n=1 o o E

Enrich prior by mei-gf pail

modeling user Using Bayesian Nonparametric
behavior and item

« techniques to automatically

attractiveness o 15 determines the number
. of latent components
(b) MIPF

Figure 1: The graphical models of MPF and MIPE.
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Mpf - finite Metadata-integrated PF

(1) For the m*"

weight:

user attribute in the metadata. sample the

hu,, ~ Gamma(ag, o) (1)
(2) For the n*" item attribute, sample the weight:
hi,, ~ Gamma(~yo,71) 2)
(3) For each user u, sample latent behavior:
M
&y ~ Gamma(a H haftem 3)

m
m=1

(4) For each item 4, sample latent attractiveness:

n; ~ Gamma(c H hzf“ & (4)

n=1

(5) For each component % in the PF factorization:
(a) Sample user’s latent preference:

Oui ~ Gammal(a,&,) (5)
(b) Sample item’s latent feature:

Bir. ~ Gammal(e,n;) (6)
(6) Sample rating:

Yui ~ Poisson (Z Hukf3ik) (7
k

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS
.0

ng Behavior Intelligence

MIPF — Metadata-integrated Infinite PF

(1) For the m™ user attribute, sample the weight:

k—1
hty, ~ Gamma(ag, aq) (8) Out = Eu-Vuk H(l — Vi) (12)
=1
7, . 5 B En attri a Qs ~ ) o -
(2) For the n"" item attribute, sample the weight: (4) For each item i(= 1...N):
hi,, ~ Gamma(vo,v;) (9) (a) Draw the item’s latent attractiveness:
n iU
N
(3) For each user u(=1,. .., M): - :
iy N X fiin
(a) Draw the user’s latent behavior: i ~ Gamma(c', T hif*") (13)
n=1
M (b) For k = (1...0c). set the item’s latent feature:
&, ~ Gamma(a’, H hu;’;:“"'") (10)
ey Bik ~ Gammal(c,n;) (14)
(b) For k(= 1..00). draw stick-breaking proportion: (5) For u(= 1...M) and i(= 1...N), draw
’ oo
Vuk ~ Bm‘a(l. a ) (11 Yui ~ Poisson (Z 9,‘;“3,;‘.) (15)
(c) For k(= 1..00). set the user’s latent preference: k=1

©Longbing.Cao www.datasciences.org
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Variational inference of MPF/MIPF

Algorithm 1 Variational Inference for MPF

1: Initialize the variational parameters {C, p, v, pt, K, 7, @ }.

2: Set the number of components K.

3: Sample shape of user’s latent behavior, and shape of
item’s latent attractiveness, as in Egs. (22) and (24).

4: Sample shape of the weight of user’s attribute (in meta-
data), and shape of the weight of item’s attribute (in
metadata), as in Eqs. (18) and (20).

5: repeat

6 for each rating of user u to item 7 that y,,; # 0 do

7 Update the multinominal as in Eq. (26).

8:  end for

9:  for each user do

10: Update the latent preference as in Eqs. (27) and (28)

11: Update rare of latent behavior as in Eq. (23).

12: for each user attribute in metadata do

13: Update rare of the weight as in Eq. (19)

14: end for

15:  end for
16:  for each item do

17: Update the latent feature as in Eqgs. (29) and (30).
18: Update rare of latent attractiveness as in Eq. (25).
19: for each item attribute do

20: Update rare of the weight as in Eq. (21).

21: end for

22:  end for
23: until convergence

©Longbing.Cao www.datasciences.org
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Properties

* MPF/MIPF improve precision when working with large and sparse data by
integrating user/item metadata.

* MIPF efficiently estimates the number of latent components.

* The variational inference for MPF and MIPF applies to massive data.

©Longbing.Cao www.datasciences.org
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Results

* Datasets:

* (1) Movielens100K, Movielens1M and Movielens10M [Harper and Konstan,
2016].

* (2) Book-Crossing [Ziegler et al., 2005].

e Baseline methods:

* HPF [Gopalan et al., 2015] as it outperforms many baselines in MF including
NMP, LDA and PMF.

e Bayesian Nonparametric PF (BNPPF) [Gopalan et al., 2014a].

* The latest PF: Hierarchical Compound PF (HCPF) [Basbug and Engelhardt,
2016].

©Longbing.Cao www.datasciences.org
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Results - How do MPF/MIPF significantly outperform
other PF models?

Normalized Mean Precision Normalized Mean Recall

Movielens100K 7 : Movielens100K

Movielens1M ﬂ Movielens1M

Movielens10M Movielens10M

Book-Crossing Book-Crossing °

Top-20 Recommendation Compared with baselines

©Longbing.Cao www.datasciences.org
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Results - How does MIPF effectively estimate the number
of unbounded latent components?

Movielens 100K Movielens1M
5 30 ‘ MPF - - MIPF ‘ 30 ‘ MPF - - MIPF
= c
- | e memem——————————
Ng20 TTETgTTTToToooocs 20
= Y
£a
S 10 10
G QO 5 D H DO H D S Q0 4 O H D0 6 D
DN AR S IR SN PP PP
No. of latent components (K) No. of latent components (K)
Movielens10M Book-Crossing
c
o 30 ‘ MPF - - MIPF ‘ 30 ‘ MPE = - MIPF
= c
- 0o
NS 20 ___ 20
=L -FT -y E T T TTEgTTTTTTTS--T---
E o
S 10 10
G D 5 D H D0 H D
LR SEN S PN NP PO P S S
No. of latent components (K) No. of latent components (K)

Performance of top-30 recommendations made by
finite model MPF and infinite model MIPF.

©Longbing.Cao www.datasciences.org



Results - How do MPF/MIPF deal with sparse

items/users?

109 178

223 218
901 412
812 534
111 245
421 312
112 121
198 157
349 335
12 765

= HCPF - MIPF

Example of MIPF in handling sparse items in comparison with HCPF.
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Understanding Behavior Driving Forces:
Intent, Choice, Attraction

©Longbing.Cao



Modeling User Choices

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of
Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst.,

2017.
Hu, L., Cao, W., Cao, J., Xu, G., Cao, L., & Gu, Z. (2014). Bayesian Heteroskedastic Choice

Modeling on Non-identically Distributed Linkages. In R. Kuamr (Ed.), Proceedings of the
2014 IEEE International Conference on Data Mining (pp. 851-856)
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Multi-objective Recommender Systems

* Traditional RSs are built on single objective

* However, users’ choices are determined by multiple aspects
* Diversity

* To learn users’ profile more comprehensively, we need to build new
RSs to optimize multiple objectives for each aspect

©Longbing.Cao www.datasciences.org



Problems for Long-tail Users/Items

* Popularity Bias
e Short-head users and items account for
the majority of data, and models tend
to fit these users and items. It

overlooks the preference of users and
items in the tail.

* Specialty modeling is desirable

The Long Tail Model

* Shilling Attack

e Short-head items are well known by
users. However, long-tail items have

LONG TAIL

Popularity / usefulness
I
m
>
o

Sortalkinda popular Niche products

few data and they are more vulnerable
to shilling attack.

* Credibility modeling is desirable

# of unique products

©Longbing.Cao
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RMRM : Joint Optimizing Credibility and Specialty

e Recurrent Mutual Regularization Model (RMRM) consists of two main
components
* C-HMF models user choices by emphasizing credibility
* S-HMF models user choices by emphasizing specialty

e Each component leads to a different objective for optimization, so
RMRM is a multi-objective recommenders systems

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM
Trans. Inf. Syst., 2017
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Classic Probabilistic MF & Heteroscedastic MF

- P(U;) = N(U;|0,031) « P(U) = N(U;|uy, o31)
« P(V;) = N(V;]0,621) ) - p(v) = NVl ofT)
« P(v;;|U;,V;) = N(Y;;|UTV}, 62) » P(Y|U.,V;) = N(Y;|U7V;, )

P(U,V|Y) < P(Y,U,V) = 1_[ OP(K,-IUL-,V,-)H,P(UL-) H,P(Vj)
ije l J

e Loss function: ‘  Loss function:
* —logP(Y;;, Uy, V;) = + —logP(Vy, Uy V)) =
J S 7 . 2 2
argmin |5 (Y; — U V)| + * argmin [Zij wii (Y = UTV;)" + Ay TillU; — will? + Ay ]|V — 5|
— vy weighted loss regularization

weighted Loss POpUIarlty BIaS
o SlUZ + 2, 3 lv, [
regularization ] ShiIIing Attack * model variance, i.e. weight on the loss : Wi = f(ai;z
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Credibility Enhancement

* C-HMF (Credibility-specific Heteroscedastic MF)

. O'izj = fC(Yl]) X (pi_1 scores the credibility of each review

e Bayesian Reputation Modeling

* Reputation Score: Given the helpfulness scores h; of a user i, the reputation score on this user is
defined by:

r+a
r+s+a+pf

p; = R(e;j|h;) &

““ this watch is great 44 04072012

T, <
:Most Helpful Customer Reviews - Advantages: Detailed rating:
H H awesome Look & Fee
: 142 of 147 people found the following review helpful :
SgsgepeEqsasnanas . chary, St e el o e B Disadvantages:
TIIUITT9T An impressive inexpensive 6" phone ot bad
By SB Leo on February 24, 2015
Color: Black | Verified Purchase 3:?:’"“““9
o
*** Edit to Add (4/22/2015): #### USB Drivers and Root Tt S
Comments section of this review for the links to download =~ eeeeecscccccccccccccccccccccccccncccccccnsccnnes

. - : ]
Amazon does not allow links in the reviews +5 Ciao members have rated this review on average: m ot helpful &
1)

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Specialty Enhancement

Popularity Bi
* S-HMF (Specialty-specific Heteroscedastic MF)

al-zj = fS(Yij) e 1/)j_1 scores the specialty of user choice, which tightly fits the choices
over long-tail items

* Given all observed choices, the specialty score of a choice on an item j
is measured by the self-information:

* Y; = —logp(la)

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Recurrent Mutual Regularization

* A recurrent mutual regularization process couples S-HMF and C-HMF
using the user and items factors learned from each other as the
empirical priors

Learning

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Graphical model of RMRM framework

————————— 1

C-HMF S-HMF | Legend |

| |

I [PoGE}e-..._. I _»|PoGE, | |

A ] @
............. I |
AT GO =
l |

: ; | i

t v Yy Yy A f r ! |
: Observation |

| |

. . I !
O—. DD | e |
Liltmeesslll | ==ssesesees > |

B I T L. | Recurrent |

@ @ : Dependence :

J J | |

Hu, L., Cao, L., Cao, J., Gu, Z, Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Demonstration of the recurrent mutual
Regularization process

(a) S-HMF Regularized by C-HMF Priors
(T=t)

(b) C-HMF Regularized by S-HMF Priors
(T=t)

—

Head &————0—O0—0—e—e—0——> Tall
Parameters Learned from S-HMF as Priors of C-HMF

(c) S-HMF Regularized by C-HMF Priors
(T=t+1)

-~/

Head 6—0—0—8—0O0—0—O0—0—8—0——> Tall
Parameters Learned from C-HMF as Priors of S-HMF

\

Head &————O0—0—O0—0—e—0——> Tall
Parameters Learned from Likelihood of S-HMF

\/\/

Head &—0—@—0—0—0—0—0——0—> Tall
Parameters Learned from the Posterior of S-HMF

Head &——@——0—0—0—e—e—0——> Tall
Parameters Learned from C-HMF as Priors of S-HMF

-

Head 6—0———O0—0—0—0—8—0——> Tall
Parameters Learned from Likelihood of S-HMF

Head &—0———0—0—0—@——0——> Tali
Parameters Learned from Likelihood of C-HMF

-~/

Parameters Learned from the Posterior of C-HMF

—

Parameters Learned from the Posterior of S-HMF

Head Tail

Head Tail

) cToo\? c 5|2 ¢ _ S|P
argmin Z._Wij (Yij_Ui Vj) +’1UZ_”U1‘ - Ui ” +)“VZ_”V1' -V ”
ucyc ij i J
weighted loss regularization . Mutual Regularization
- 2 )
argmin | wy (Y = US'VE) + 2y ) lUf = Ve[ + 20 ) VS - Ve
usys ij L 1
| weighted loss regularization

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Dataset: the Epinions

# users: 39,902 #items: 63,027
# trust links: 43,8965 # trusters / users: 11
max # of trusters: 1,713 # users with zero truster: 14,202
# ratings: 734,441 density: 0.029%
# ratings / users: 18 # ratings / items: 11
max # ratings of user: 1,809 max # ratings of item: 2,112
500 T T T T T T 500 T T T T T T T
B i it e Mt Mt At Rty B B el it i ety Hl |
0 - - - -7 - - T- - T 400 = == =75 - -1 [ B e
030 ——r-—-r - - T - -7 0 — ==~ -7 - T T T
B e e A B R 300 — —|—- -4 - —t-———d4-—t-—F—-—
L i A e R 250 — —I—— 4 — -t -l —A- -t - - -
O 200F ——F——+—-——+——4—-—A4—-—--—— 2001 — —I1——4——F - —l-— - —+——F - —
A — k-~ - — - — 4= — A — — I~ — 150ff — —l— — 4 — =+ — — - — 4 — — 4 — — - — |
100k — — - — -+ 4 44— 10 — 1 — 4 b -
B T I ||| Tt R
0 1 2 3 4 5 6 7 00 0.5 1 15 2 25 3 35 4
Item Rank x10" User Rank x10°

Long-tail distributions for the number of ratings of items and users (truncated from 0 to 500)

] ] i j ] ] T T T T 1 T T
b B Tt Ht it i Rty Wl i
1% — — — — —

e 10 ! il T ! 0 T r
< R S5l At e St it i Bl il i
[ B e e e i e St Bty BE Tt et Bl i e Al Ml |
ST T T T T T T O T T T ey it At i s Bl i
B efk--r-—t-——F-—t-—q4-———— oo — —1- -+ - -+ - —I——A-—+-—F—-—
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I e e e s I B 40 i T
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The distributions for the number of helpful scores w.r.t. items and users (truncated from 0 to 200)
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Rating Prediction on Long-tail Distributed
ltems and Users

Trust-kNN - |
105~ — e —— i 1.05F —— - LI ] SR - st
L P L e B SoRec

oReg
005 M ________ I SocailF 095F - - - — - - _____| I soRreg
I v I SocailvF
09 I o~~~ ~ I s-HWF 09 - ------~~— I C-HvF
RMRM-S

Y N | | I | oss- M | I s-HMVF

08 I § B e
0.75 0.75

07 0.7 !

Most Popular Less Popular Most Active

Shallow Tail ' Deep Tail . Shallow Tail ' Deep Tail

MAEs of rating prediction for the long-tail user distribution
MAEs of rating prediction for the long-tail item distribution
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Shilling Attack Simulation

* To simulate such an environment

* We created 1,000 virtual spam users to conduct the attack

* We selected 100 items from the head (0%~20%) and the tail (20%~100%) as
the attack targets.

* Nuke attack in the case of the average attack model

25 25
PMF

Head Items Tail ltems

©Longbing.Cao www.datasciences.org
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Probabilistic Modeling of

nderstanding Behavior Drivers: Choi

Behavior Analysis

Behavior Analy

Behavior Learning from Demonstrations

!"a"enges an! !rospects
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Representation of Next-item/choice in
Recommendation within Session and

Context

Shoujin Wang, Liang Hu, Longbing Cao, Xiaoshui Huang, Defu Lian and Wei Liu. Attention-
based Transactional Context Embedding for Next-ltem Recommendation. AAAI2018.

S. Wang, L. Hu, L. Cao, X. Huang. Perceiving the Next Choice with Comprehensive
Transaction Embeddings for Online Recommendation, ECML/PKDD2017
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Session context

 Session context consists of observed sequence that leads to the
conseguent actions.

* e.g., clicked pages in browsing history, or chosen items in a transaction.

Session 4

: _Context ,

2 0 8=

ltem 1 ltem 2 Item 3 ltem 4

ltem 5
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Session-based Recommender Systems
Overview

* Session-based Recommender Systems

* First-order dependency modeling
e Markov chain models
* Matrix factorization models
* Higher-order dependency modeling
* RNN-based model for session Modeling
* Encoder-Decoder for Session Modeling
* Loosely ordered dependency modeling
* ATEM model
* NTEM model

©Longbing.Cao
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ATEM:
Weight transaction embedding with attention mechanism
ATEM

Context items contribute differently to the next choice | Tarsetitemoutput

Context embedding
FAttention 4
| Layer
i
I
. . ! 74/
B e ~ = =
Contextual n
item embedding 1 E

066 ¥ 000 et [@O0O0) [ - ||COO@|

Wang, S., Hu, L., & Cao, L. Attention-based Transactional Context Embeddings for Next-Iltem Recommendation. AAAI2018
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Experiments

* ATEM achieves best performance compared to baselines.

* Attention mechanism contributes greatly by comparing ATEM and
TEM, a simplified model without attention mechanism.

Table 2: Accuracy comparisons on [JCAI-15 Table 3: Accuracy comparisons on Tafang
Model REC@10 REC@50 MRR Model REC@10 REC@50 MRR
PBRS 0.0780 0.0998  0.0245 PBRS 0.0307 0.0307  0.0133
FPMC 0.0211 0.0602  0.0232 FPMC 0.0191 0.0263 0.0190
PRME 0.0555 0.0612  0.0405 PRME 0.0212 0.0305 0.0102
GRU4Rec  0.2283 0.3021 0.1586 GRU4Rec  0.0628 0.0907  0.0271
ATEM 0.3542 0.5134  0.2041 ATEM 0.1089 0.2016  0.0347
TEM 0.3177 0.3796  0.1918 TEM 0.0789 0.1716  0.0231

©Longbing.Cao www.datasciences.org
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Experiments

* Test the robustness to the item order within a session
 ATEM is almost not affected when randomly disordering items.

Table 2: Accuracy comparisons on [JCAI-15 Table 4: Accuracy on disordered IJCAI-15
Model REC@10 REC@50 MRR Model REC@10 REC@50 MRR
PBRS 0.0780 0.0998 0.0245 PBRS 0.0500 0.0559 0.0185
FPMC 0.0211 0.0602 0.0232 FPMC 0.0151 0.0412 0.0183
PRME 0.0555 0.0612 0.0405 PRME 0.0346 0.0389 0.0351
GRU4Rec 0.2283 0.3021 0.1586 GRU4Rec 0.1636 0.2121 0.1022
ATEM 0.3542 0.5134 0.2041 ATEM 0.3423 0.4981 0.1960
TEM 0.3177 0.3796 0.1918 TEM 0.2660 0.3012 0.1431
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* Test the effect of context length on recommendation performance

* ATEM outperforms other methods on longer context, which proves attention
mechanism effectively choose the most related items in context.

REC@10 on WCAI-15

B GRU4Rec
0s| | EEETEM
: C——JATEM

047t
02r
ol mal]

Len-1 Len-2 Len-3
Context Length

©Longbing.Cao
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Attraction Learning

Liang Hu, Songlei Jian, Longbing Cao, Qingkui Chen. Interpretable Recommendation
via Attraction Modeling: Learning Multilevel Attractiveness over Multimodal Movie
Contents, [JCAI2018
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Why modeling attraction?

* First, the attraction is the highlights that largely lead to a person’s
behaviour, selection and decision.

* For example,
* An action may be taken due to the attraction to something interesting.

* We often cannot recite a whole poem but we can always recall some
impressive sentences;

* We may not remember a whole song but we can hum some touching lyrics.
* These highlights make a person to be attracted by the poem or the song.

©Longbing.Cao www.datasciences.org



Why modeling attraction?

» Second, the attraction is a subjective
feeling which is often different from

person to person.

* For example,

* Readers in Go community may be
attracted by the target problem, i.e.,

Al
community

Go playing, of this scientific paper —

nnnnnnnn

while readers in Al community may be &

attracted by the technical methods.

©Longbing.Cao
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ARTICLE

Mastering the game of Go without
human knowledge

dai 10,1038 nature 24270
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Example: Attraction on Movies

* The internet movie has accounted for
the major traffic in new media age.

* In particular, the story and the cast
members, e.g., actors, directors and
writers, are two most important

aspects of a movie to attract audience.

* A person may be caught by some
attractive words by the story of a movie.
Only a few sentences of the core plot
instead of all sentences actually attract a
usetr.

e Cast members of a movie are another
very important factor to attract users.

+ Avengers: Infinity
War (2018)

M 2h 29min Action, Adventure, Fantasy 11 May 2018 (China)

Cast

4

B

o
T

Mark Ruffalo

Chris Evans

r. Get Showtimes
e In 32 theaters near Sydney NS

Don Cheadle

The Avengers and their allies must t
¢

powerful Thanos before his blitz of
Tom Holland

Zoe Saldana
Karen Gillan

Tom Hiddleston

8.8

338,856 | L~ This

Cast overview, first billed only:

Robert Downey Jr.

Scarlett Johansson

Benedict Cumberbatch

Chadwick Boseman
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</ Rate

Edit

. Tony Stark / Iron Man

. Thor

. Bruce Banner / Hulk

. Steve Rogers / Captain America

. Natasha Romanoff / Black Widow

. James Rhodes / War Machine

5 Doctor Strange

. Peter Parker / Spider-Man

. T'Challa / Black Panther

o Gamora

. Nebula

. Loki

Hu, L., Jian, S., Cao, L., Chen. Q. Interpretable Recommendation via Attraction Modeling: Learning Multilevel Attractiveness over Multimodal Movie Contents. IJCAI2018

©Longbing.Cao
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Multimodal and Multilevel Attraction Model

* One multilevel neural model on the movie story to capture
* Word-level attraction: e.g. some character, some place
* Sentence-level attraction: e.g. some core plot
 Story-level attraction: e.g. like the movie to what extent

* The other multilevel neural model on the cast to capture
 Member-level attraction: e.g. a fan of some actor
* Cast-level attraction: e.g. attracted by the movie to what extent

©Longbing.Cao www.datasciences.org
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Model Architecture
Mhﬁ,hﬁ]

4 Cast Attraction Module User Module Story Attraction Module\
m t
Li h, Story Level
____________________ |
Cast Level Sentence | | Story|
Attractiveness : o Encoder :
————————————————————— n u
: Cast Encoder | :
: Inner Pd ! |
[ o E :
! | ul1 |, , 000
| Sentence-level & e e e e |
| Attraction Filter /_ R Sentence Level
| Innerpdy | | /| | T T T T T = |
| i Word : [ s, S Sentence |
| as Attractiveness Encoder!
: L Attractiveness ue - softmax : :
T W e '
Member-level Inner Pd) |
—————
Member Level Rttraction Filter u” | . :
Word-level L\ = __ 3 __C _
Attraction Filter]
o \_ \ ) Word Level
Ci _ : cT Ci wi : wT — Wi
a,’ = softmax (lsr(u Ci)) Cy = 2a,/C; a, ' = softmax (isr(u¥Tw;) Sy = 2a,'w;

. s:
a,! = softmax (isr(uSThf)) t, = Ya, hi
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Experiments

* The experiments are conducted on the real-world movie watch
dataset MovieLens 1M. The model is evaluated from three aspects:
« Recommendation accuracy
* New movie recommendation
* Interpretation of attraction on movies

©Longbing.Cao www.datasciences.org
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Datasets

e We collect user watch records from the MovielLens 1M dataset.
* https://grouplens.org/datasets/movielens/1m/

e Story and cast data are provided the mapping from MovielLens ID to
DBPedia URI

* https://github.com/sisinflab/LODrecsys-datasets/tree/master/Movielens1M

©Longbing.Cao www.datasciences.org
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Augment information from DBPedia

&m ® Browse using ~ [ Formats ~ 4 Faceted Browser [ Spargl Endpoi

About: Screwed (2000 film
o S PA R QL I n te rfa C e An Entity of Type : movie, from Named Gra(pn: http://dbpedia.org. \.?\tmn Data Space : dbpedia.org

Screwed is a 2000 American comedy film, written and directed by Scott Alexander and Larry Karaszewski. It stars Norm
Macdonald, Dave Chappelle, Danny DeVito, Elaine Stritch, Daniel Benzali, Sarah Silverman, and Sherman Hemsley. The
film was released by Universal Studios.

PREFIX

movie:http://dbpedia.org/resource/Screwed_ (2000 film) ™ e
select ?abstract ?director ?writer ?starring e e
{ movie: dbo:abstract ?abstract. e e STl o e e S T T AT G T T S o T T e T
optional { movie: dbo:director ?director } crersa st e
optional { movie: dbo:writer ?writer } bosirecior " dbrSCot Alexander_and_Larry_Karaszewsk
optional { movie: dbo:starring ?starring } aboistibutor - aruniversal Studos
FILTER (langMatches(lang(?abstract),"en")) } ahoimabia -
dbo:musicComposer = dbr:Michel_Colombier
dbo:producer = dbrRobert_Simonds
dboreleaseDate = 2000-05-12 (xsd:date)
© 48501000000 vt o
coostarng E—

= dbr:Danny_DeVito
= dbr:Norm_Macdonald
= dbrElaine_Stritch
= dbr:Sherman_Hemsley

= dhrDaniel Benzali

©Longbing.Cao www.datasciences.org
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Statistics of the Enriched Dataset

# movies: 3.900 | # users: 6.040
# watch record: 1.000,209 | # cast: 0,398
movie story 22582 # sentences 10.2
vocabulary per story

# cast m§mbers 6.44 # plays 510
per movie per cast

Table 1: Statistics of content-enriched Movielens dataset

©Longbing.Cao www.datasciences .org
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Training and Testing Sets

* Released movie recommendation: we randomly held out 20% user
watch records as the testing set, and the remainder were served as
the training set.

* New movie recommendation: we randomly selected 10% movies and
held out all their watch records from the dataset, and the remainder
of 90% movies and their watch records were used for training.

* For each hold-out test sample in above two testing sets, we randomly
draw ten noisy samples to test whether the testing methods can rank
the true sample at a top position out of noisy samples.

©Longbing.Cao www.datasciences.org
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Comparison Methods

©Longbing.Cao

CENTROID: We create user profiles using the centroid of all word embedding
vectors from the users' movie stories. Then, we rank recommendations by the
similarity between the user profile and the controid of word embedding vectors
of movie story.

CTR: Collaborative topic regression performs user regression over the latent topic
distribution of movie stories learned from LDA.

CWER: Similar to CTR, we create the collaborative word embedding user
regression (CWER) to perform regression over the centroid word embedding
vector of each movie story initialized by GloVe embeddings.

MLAM: This is the full multilevel attraction model proposed in this paper.

MLé\I\TI—S: This is the single-modal version MLAM that only has the story attraction
module.

MLé\I\?I—C: This is the single-modal version MLAM that only has the cast attraction
module.

www.datasciences.org
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Ranking Performance

 Recommendation accuracy on released movies and new movies

Method MAP@5 MAP®@200 MRR@5 MRER@2() Method MAP@5 MAP®@2() MRR@5 MRR @20
CENTROID 0.1738  0.1481 0.0763 0.0958 CENTROID 02381 02409 01623  0.1900
CTR 01226  0.1069  0.0514  0.0692 CTR 01056 0.1374  0.0798  (0.1089
CWER 01666 01580 00798  0.1089 CWER 01971  0.2346  (.1461 0.1801
MLAM-C 0.4243 0.3963  0.2118  0.2398 MLAM-C 01817  0.1e64 01132 (L1370
MLAM-S 03816 0.345] 0.1822 0.2093 MLAM-5 03001 03059 0.2091 0.2371
MLAM 0.4252  (.3997 0.2187 0.2464 MLAM 0.2573  0.2671 0.1794  0.2090
Table 2: Ranking performance on released movies (80% training) Table 3: Ranking performance on new movies (90% training)

©Longbing.Cao www.datasciences.org
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Recall on Release Movies and New Movies

Released Movies New Movies

—-—CENTROID| |
—CTR

-~ CWER
g MLMA-C
0.1 ——MLMA-S
——MLAM

0 I I I I I I I L I I I I I I I
5 10 15 20 25 30 35 40 45 50 5 10 15 20 25 30 35 40 45 50
@K @K
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Visualization and Interpretation

Election is a 1999 American comedy-drama film directed and written by Alexander Payne and adapted by him and Jim
Tﬂ}'lOl‘ from Tom Perrotta's 1998 novel of the same title. The plot revolves around a high school election and satirizes both suburban high school

Sentence
level life and politics.
attractiveness ~ . e
User The film received an Academy Award nomination for Best
156 . Adapted Screenplay, a Golden Globe nomination for Witherspoon in the Best Actress category, and the Independent Spirit Award for Best Film in 1999.
Word level » e dv-d o ) : _ _ _ : - _
attractiveness Election is a 1999 American COMe Y-drama film directed and written by Alexander Payne and adapted by him and Jim rom Tom Perrotta's 1998 novel of the same title.
Cast b
a8 m_e.m o Alexander Pavne, Reese Witherspoon, Matthew Broderick,
attractiveness o I
Election is a 1999 American comedy-drama film directed and written by Alexander Payne and adapted by him and Jim Taylor from Tom Perrotta's 1998
novel of the same title.
Sentence When Tracy qualifies
"e‘fe"’ to run for class president, McAllister believes she does not deserve the title and tries his best to stop her from winning.
tract IS . ..
Usep | ACHVAER The film received an Academy Award nomination for Best Adapted Screenplay, a Golden Globe
2163 nomination for Wlthersponn in the Best Actress categor}, and the Independent gpll‘lt Award for Best Film in 1999.
Word level he film received an emy Award nomination for Best A Screenplay, a Golden Globe nomination for Witherspoon in the Best A category, and the Independent
attractiveness Spirit Award o1 Best Film

Cast member
attractiveness

Alexander Payne, Reese Witherspoon, Matthew Broderick,

Statistical attractiveness on movie Election (1999) w.r.t. sentences, words in the most attractive sentences and cast members.
The larger size and deeper color of font denote the larger attractiveness weight is assigned.

©Longbing.Cao www.datasciences.org
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Open issues and directions

* More advanced approaches involving Psychology, Neuroscience, Brain
science, are demanded to precisely model attraction.

 Attraction modeling on more data types as well as text, e.g.,
behaviors, images, videos, audios.

 Attraction is quite subjective, which changes with context

* Incorporating contextual information for modeling context-aware attraction is
more preferable

©Longbing.Cao www.datasciences.org
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Recurrent neural networks

Basic RNNs LSTM GRU

one to many many to one many to many many to many

Image sources: t t t 1t t 1t

Wikipedia; http://karpathy.github.io
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User click sequence — Session-based recommendation

* The overall framework * Adapting RNNs to RS

Session-parallel mini-batch creation
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Pairwise ranking loss

Hidasi, B., Karatzoglou, A., Baltrunas, L., & Tikk, D. Session-based 1 Ng 1 . . 1 Ns P A

recommendations with recurrent neural networks. In ICLR. 2016. " Ng Zj:l log (o (7 st ’S:j)) Or Ns Zj:l I{" .3~ "511}
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User click sequence - Fraud detection

* The overall framework * Click embedding
* One-hot encoding
m * [tem2vec: Item — word, session — sentence
-

— = T —
t 1 t
— > e = * Class-imbalance issue
t ) t * Undersampling + cost-sensitive learning
q P N

* Concept drift

* Incremental model updating
Wang, S., Liu, C., Gao, X., Qu, H., & Xu, W. (2017). Session-Based Fraud Detection in Online E-Commerce
Transactions Using Recurrent Neural Networks. In ECMLPKDD (pp. 241-252).
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Trajectory data - Human skeleton recognition

e Parts-based Hierarchical RNNs Bidirectional RNN

Output

Backward layer

Forward layer

|Fully Connected Laver|

1
|
)
!

k
!
!
' Input
I

Layer4 Layerd Layer6 Layer7 Layer8 Layer9

Nmcs o o S o o s o S s - e S e S e s e S S S e S EES e s S S s M s WS e s e s S e s e e e e s e s s e s

Du, Y., Wang, W., & Wang, L. (2015). Hierarchical recurrent neural network for skeleton based action recognition. In CVPR (pp. 1110-1118).

©Longbing.Cao www.datasciences.org



BEHAVIOR INFORMATICS

...Discovering Behavior Intelligence

Human language-behavior sequence

Internal dynamics

Recurrent neural network

Robot

Real Interaction

Human

©Longbing.Cao

Fixed-dimensional space|

............................. Linking
i Instruction »—-—--*""---‘ Behavior |

Fixed pomt Waltlng

...........

Targetlayer x..i O O — Linear transform.
s a ¥ ~ tanh activation
-] leellhood | £ _/ exp_activation

----------------------

-Output layer VY, @ @ @ @ : Ve Variance layer

.....................

B tt : | W e A R
= SO0 00D ey

Context layers «, 1

Input layer OO

............

Yamada, T., Murata, S., Arie, H., & Ogata, T. (2016). Dynamical integration
of language and behavior in a recurrent neural network for human—robot
interaction. Frontiers in neurorobotics, 10, 5.
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Action recognition

Feature
Extraction
® ()
Bag-of-feature
Representation

Deep Neural Networks

©Longbing.Cao

Action

Classification

BEHAVIOR INFORMATICS
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Some key basic concepts

* Motion -> action -> activity

e Optical flow
e 2D vectors of motion displacement

I(%y:t):I($+dm,y+dy,t+dt) gl

®
L]
a
v

©Longbing.Cao www.datasciences.org
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Some key concepts

* Popular feature descriptors
» Histograms of optic flow (HoF) — absolute motion
* Histograms of oriented gradient (HoG) — appearance
* Motion boundary histograms (MBH) — relative motion

* Local binary/trinary patterns - motion s s
r's \, ,/ A
. . N -
Optical flow Motion boundaries on [, B\
| , e | oo mee
\ - - o o =
\ \ . 4
| 3 - - - SRR - .y -
S g
- Gradient informartion ~ Motion boundaries on /, |
’ 32 AT IR
) s
£ -
\ R

www.datasciences.org
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Space-time Feature Extraction

* Detect space-time interest points

* Extract histogram-based features of space-time volumes in the
neighborhood of detected points = 100,000 features

* histograms of oriented gradient (HoG) and optic flow (HoF) are respectively used

. ff . | Task | HoG BoF | HoF BoF |
Bag-o - eatures representatlons | KTH multi-class H 81.6% ‘ 89.7% |

* Create a visual feature vocabulary Action AnswerPhone || 13.4% | 24.6%

] ] Action GetOutCar 21.9% 14.9%

* K-means clustering (k=4,000) with the above features Action HandShake 18.6% 12.1%

* The cluster centers are used as a visual word Action HugPerson 29.1% | 17.4%

. . . Action Kiss 52.0% 36.5%

* Each feature is assigned to the closest visual word Action SitDown 29.1% 20.7%

o . . Action SitUp 6.5% 5.7%

* Classification based on the BoF representations | Action sindup 454% | 40.0%

. . . Laptev, I., Marszalek, M., Schmid, C., & Rozenfeld, B. (2008).

Video text scripts are also exploited Learning realistic human actions from movies. In CVPR (pp. 1-8).

©Longbing.Cao www.datasciences.org
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Local Pattern-based Features

* Trinary encoding of every pixel per frame
* local self-similarities between frames

* Histograms of k frames per time slice
* Classification based on the histograms

Slice 3 Slice 2 Slice 1 Class LTP Laptev Laptev
T T M T R - (single) | (combined) (single)
«W u m HHH H” HH Hl o

- il Lk B Answer phone | 35.1% 32.1% 26.7%
T Newlume - Get out car 32.0% 41.5% 22.5%
Hand shake 33.8% 32.3% 23.7%
i e g Hug person 28.3% 40.6% 34.9%
] . e ual : bt il e Kiss 57.6% 53.3% 52.0%
IR gt i A g BE Sit down 36.2% | 38.6%  37.8%
sl iipi il il Sit up 13.1% 18.2% 15.2%

Slice 3 histogram Slice 2 histogram Slice | histogram
l l l Stand up 58.3% 50.5% 45.4%

A N A Yeffet, L., & Lior W. (2009). Local trinary patterns for human
Unnomaized deseriptor vector action recognition. In CVPR (pp. 492-497).

©Longbing.Cao www.datasciences.org
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From Cuboids to Trajectories

Wang, H., Klaser, A., Schmid, C., & Liu, C. L. (2011). Action
recognition by dense trajectories. In CVPR (pp. 3169-3176).

Dense sampling Tracking in each spatial scale separately Trajectory description

in each spatial scale g

1 = - :- . ] L 3
= W o ~
- - iR ~- —
/‘\/‘3 bl 4
<\\\\\'\ ,//‘J/ /}’
Ty il 1 R
g N9 v o~
TR % '\;x 47 /> 3
= b4

Y HOG HOF " MBH

* Densely sampled points of subsequent frames
are concatenated to form a trajectory : (7. Ps1. P ...
* 5x5 dense sampling patches
* Trajectory length of 15 (L=15) is used to avoid drifting

* Shape of a trajectory encodes Iocal motion batterns

e Described by displacement vector: = (AP, AP 1)
Y P APt = (Py1 — P) = (w01 — T Vi1 — Ut)

©Longbing.Cao www.datasciences.org
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Action feature learning with deep architectures

\
‘ Spatiotemporal networks
{

‘ Multiple stream networks
|

‘ Deep generative networks

/
‘ Temporal coherency networks
/)

Herath, S., Harandi, M., & Porikli, F. (2017). Going deeper into
action recognition: A survey. Image and vision computing, 60, 4-21.
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Spatiotemporal networks - 3D convolutional

neural networks

Prior knowledge of EIa.mearance
and motion informatign=- I
e i

2x2
subsarnplmg_

\I_

Spatially Reduced Maps

convolution >

©Longbing.Cao

4
Convolution

Spatial Ponling

Ji, S., Xu, W,, Yang, M., & Yu, K. (2013). 3D convolutional neural networks
for human action recognition. IEEE transactions on pattern analysis and
machine intelligence, 35(1), 221-231.

e -

r

7x6x3 3D
convolution "+ subsampling,_ N
ca: :
13'6@21x12 1360734
23" 2@27}(17

Auxiliary
outputs
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Multiple stream networks

 Two-stream convolutional networks ¢ Where to fuse the networks?

Loss
fusion
Spatial stream ConvNet Ton el \
conv1 (| conv2 || conv3 || conv4 || conv5b fullé full7 ||softmax fCS fC8
Tx7x96 || 5x5x256 || 3x3x512 || 3xax512 | [3xaxs12 || 4006 || 2048 fc7 fc7 fc8
stnde 2 || stride 2 || stride 1 || stnde 1 || stnde 1 || dropout || dropout fC7
norm. ([ norm. poal 2x2 fce fcb f
pool 2x2 | pool 2x2 pool5 pool5 cE;S
: poo
Temporal stream ConvNet convs s
fusion * \ 4
convi || conv2 || conv3 || conv4 || convb fullé full? |lsoftmax
7x7x96 || 5x5x256 || 3x3x512 || 3x3x512| | 2x3x512 || 4096 || 2048 convs convs
tride 2 || stride 2 ide 1 ide 1 ide 1 || d d
' SnI:,n?,_ ps()l;i’lg)(2 stride stnde ;;r(;l ;xg ropout ropout COI"IV4 COnV4 COnV4
BN pool 22 conv3 conv3 conv3
optical flow
pool2 pool2 pool2
conv2 conv2 conv2
Simonyan, K., & Zisserman, A. (2014). Two-stream convolutional networks pooll pooll pooll
for action recognition in videos. In NIPS (pp. 568-576). 2014 EE Sl S

+

by

©Longbing.Cao

Feichtenhofer, C., Pinz, A., & Zisserman, A. (2016). Convolutional two-stream
network fusion for video action recognition. In CVPR (pp. 1933-1941).
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Deep generative networks - LSTM autoencoder

* Unsupervised learning of video representations

non-predictive decoder

encoder
o o o 5 predictive decoder - Srivastava, N., Mansimoy, E., &
\,9%0 . 5 | . Salakhudinov, R. (2015). Unsupervised
x ) learning of video representations using
' Istms. In ICML (pp. 843-852).
—_—

input frames

©Longbing.Cao www.datasciences.org
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Temporal coherency networks

. . o 7 — 1 - |12 .
* Slowness as metric learning Lz ze, W)=Y ([Wahr — 27| + alh-|)

——r={t,t’'}

- K
Decoder Py | g |Pz-|
Filters |

X _
Q L.-Pooling /
e e hffl‘

L-Pooling |———=%

F— | Decoder
Reconstruction Filters

———

Reconstruction

Goroshin, R., Bruna, J., Tompson, J., Eigen, D., & LeCun, Y. (2015). Unsupervised
learning of spatiotemporally coherent metrics. In ICCV (pp. 4086-4093).
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Imitation learning

* Learning from demonstrations

* An agent (a learning machine) is
trained to perform a task from (expert)
demonstrations by learning a mapping
between observations and actions

Demonstration set: D = {x;,y;}i=4

Policy learning: u(t) = mw(x(t),

* Learning from experiences

E = {Sii a1, Si,}?=1

t,a)

Hussein, A., Gaber, M. M., Elyan, E., & Jayne, C. (2017). Imitation learning:
A survey of learning methods. ACM Computing Surveys (CSUR), 50(2), 21.

©Longbing.Cao

Sources of Demonstration

On teacher sensors

External sensors

On learner sensaors

|

Feature Representations

Raw Designed features Feature extraction
Learning from Demonstration
Classification

Regression

Apprenticeship Learning

|

Refining Policy

Active Learning

Apprenticeship Learning

Reinforcement Learning

Transfer Learning

Structured Predictions

Optimization
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Key challenges

 Action trajectories violate the IID assumption adopted in most machine
learning practices

* Noisy and erroneous signals in demonstrations

* Unseen circumstances

* Correspondence/matching between the learner and the teacher

* Computing power and memory limitations in on-board computers
* Variations in the task and the surroundingenvironment

©Longbing.Cao www.datasciences.org
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Representation learning from demonstrations

* AE-DMP (Autoencoded Dynamic Movement Primitive)

DMP: w* = argmin ZL[ff)_ f(_gj['i-}]

w i=1

AE: 0*. H'* — argmin —ZL[ . Jor (].'9( (1}))}

99 n

AE-DMP

argmin Z{ —|—/\L [f(z f(_g)(ﬂ} }

w000

Chen, N., Bayer, J., Urban, S., & Van Der Smagt, P. (2015).
Efficient movement representation by embedding dynamic

movement primitives in deep autoencoders. In IEEE-RAS (pp.
434-440).

©Longbing.Cao www.datasciences.org



Representation learning from multi-modal

demonstrations Encodings i Learming ffom Bemonsiraion. I AL (op. 3646-3864),
- Y * Robotic handwriting: robots take a
E visual sensor as inputs and output
o) LammeSece ) an arm motion trajectory, e.g.,
S 2, & write a letter
% i g Single-modal Encoding
: Lo(8,.9,.@,) =KLlgy, [p(z.]2})] — log p(=;)
e M Decodr ijim e Cross-modal Association
g_, = < o™ _,g Ao, (zzi) = 4o, (z]ai, ) V2
Letter Egssor = KLy, (20|25 )05, (Zml2.))
images oL +KL(gg,, (zm|z;,) lgg, (20]}))
r—) —= < —_ = —> r“g Joint Objective
Motlon trajectories e g : L (9'3”6'”“ ¢"m m? .’E mm) —
147 ReLU 200 ReLU 200 ftm 4  ReLU200 ReLU200 Linear 147 ‘C’U _1_ £fm + A L:assoc
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One-shot imitation learning

Policy for task F
Single demonstration
it Many demonstrations for task F
mitation s - task /
Many Teattiing Policy for for task A ‘
demonstrations g task A
Algorithm Meta Leaming One-Shot Inutator
Algorithm (Neural Network)
At abis Many demonstrations
for task B action obs
EQ;I\‘:\& e 1 s s = BEnviromment more demo-n-s.,tl‘ations for Environment
.g. stack blocks into towers of height 3 more tasks
(b) One-Shot Imitation Learning
Demo,
Imitation sample
_\-.I&n}-‘ g Learning POhC? hoE Many demonstrations
demonstrations Algorithm task B for task A
= One-Shot Imitator
(Neural Network)
action obs ]
Manv demonstrations predicted observation from
= fortask B action Demo,
asK
o S i B i o s - Enviromment cm‘respundmg
e.g. stack blocks into towers of height 2 action 1 Demo,
Supervised loss
(a) Traditional Imitation Learning (c) Training the One-Shot Imitator

Duan, Y., Andrychowicz, M., Stadie, B., Ho, O. J., Schneider, J.,... & Zaremba, W. (2017). One-shot imitation learning. In NIPS (pp. 1087-1098).
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One-shot imitation learning

Attention
. over
Context Network I P .
I NN Current
- State

Blocki A B C D E F G H I 7
Attention over
Demonstration

Neighborhood Attention{

_ Context Embedding

|

Hidden layer:

wn

+ Hidden layers
Temporal Convolution I |

Temporal Dropout { I I I I I Action
Demonstration Network - w I 2 - ‘ : . .
e & e
LS ~ J \W_J

Demonstration Current State

Duan, Y., Andrychowicz, M., Stadie, B., Ho, O. J., Schneider, J.,... & Zaremba, W. (2017). One-shot imitation learning. In NIPS (pp. 1087-1098).
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End-to-end learning from experiences

* Deep Q-learning with experience replay

Convc'ﬂutjon Convvolution Fully ccvmnected Fully cc'mnected A separate OUtPUt unit for
oo each possible action
\ 4 . . ’ .
State: 84x84x4 images . | Clipped:reward: {1, 0;\-1} 38 Experience replay: The agent’s last N experiences at
/o] 2 /m P\ 3 T each time-step are stored, from which minibatch
bl 74 A\ e samples are drawn uniformly to perform Q-learning
= d/m A\ updates
p ¢ \\ « \\| * More data-efficient
DD e Q I Q o\ * Breaks correlation between consecutive samples
\D\\\. L] P /{.F. * / .
L/ s /s that help reduce variances of the updates
£ @D \\ o /] o s /] Experiment settings:
\ "".‘ o '\‘ \\ * / ,-’f ] . /' ,""‘ o .
\ i F] g Y/ Y, A total of 50 million frames, i.e., around 38 days of
\ \ i1/ 1 game experiences -
A replay memory of 1 million most recent frames.

Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., ... & Petersen, S.
(2015). Human-level control through deep reinforcement learning. Nature, 518(7540), 529.
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havior Intelligence

Paradigm Shift

Occurring Ijixphl.ajc
/non-occurring (,IT]p it
sequence ehavior

interactions

analysis

Behaviour
intent
understanding

Individual

) Group
behavior ]

) behaviour
dynamics

Group
behavior

Individual
behavior
impact

Complex
behavior
ement
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Modeling and Analysis of Complex Behaviors

e (Qualitative behavior analytics
* Quantitative behavior analytics
* Integrated behavior analytics

° Open issues: / Complex Behaviors === Behavior Algebra \
e.g., behavior reasoning, Behavior
behavior learning, behavior e 7| Reasoning Behavior
. . . . Behavior ,a\;\'@ Verification
evaluation, behavior integration at 2 Integrated

. . . . Understanding
individual but more on group levels. Representation | o Qualitative
'9'*‘1‘;,6 Behavior { .

&P@ Quantitative

Learning

\ Evaluation /

©Longbing.Cao www.datasciences.org
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BEHAVIOR IN FORMATICS
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Modeling and Analysis of Complex Behaviors

Individual |:> Collective

Behavior Behavior
/ Verification Reasoning \
Behavior Behavior Behavior
Representation Integration Algebra

\ Behavior Behavior /

Learning Evaluation

www.datasciences.org



BEHAVIOR INFORMATICS

Dis ing Behavior Intelligence

Behavior Informatics — a big area

/C Behavior Extraction, ) ( Behavior Detection, Prediction, D\

Presentation & Management Recommendation, Prevention, & Intervention

/. N\ /. \

N N\ SN I N
é > Behavior C Behavior Measurement, Evaluation & Refinement )
S @ w Reasoning A o
So §¢ l l l l l l l l l £
8 2 8 2 - Behavior X Behavior X Behavior X Nonoccuring X Behavior X Behavior X Behavior AContextual . =
o5 25 Behavior S| . . . o . Behavior 5
aon |oS imulation| | Pattern | |Interaction|| Behavior Intent Impact Utility Behavior 9

G |3 Model - - : ' : : \ : . | Management | 'S o
Q o ; - Imitation X Analysis X_Analysis Analysis Learning X Analysis X _Analysis X Analysis ©
(1 ¥ Checking % >
—
N S S S O B S B I £
o Behavior / &
o) Representation i ( Behavioral Data ) (Source Data) (Behavioral ContexD ( Behavioral Effect) —
m
A i
[ 1
I
\_ ( Individual and Collective/Group Activity/Behavior-related Data, Problems, Applications & Areas ) )
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Individual Behaviour Learning

* Behaviour intent learning

* Non-occurring sequence/behaviour analysis

* Multiple behaviours/sequences coupled with complex interactions
e Behaviour impact learning

* Behaviour utility learning

e Early prediction of high impact/utility behaviours

* Next-best action prediction

©Longbing.Cao www.datasciences.org
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Group-oriented Behaviour Analytics

* Group behaviour intent learning

* Coupled group behaviour sequence modelling and analysis

* Explicit and implicit behaviour couplings in collective behaviours
* Heterogeneous behaviour analysis

* Social influence/impact modelling and analysis

* Individual and group behaviour evolution (e.g., divergence vs.
convergence of group behaviors)

* Intervention of individual/group behaviours in groups

©Longbing.Cao www.datasciences.org



Non-11D Behaviour Analytics
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* Individual/group behaviours are non-IID, with varied and hierarchical
couplings and heterogeneities between behaviours and between actors

Definition 4 (Coupled Behaviors) Coupled behaviors B, refer to behaviors B;, j,
and By, j, that are coupled in terms of relationships f(60(-),n(-)), where (i # i2)
\ (Jl 3&.}2)/\“ E 2122 E I)/\(l § JlJ.Z E Jmaa:)

I Jm,am
)7x (BY,,)" :=By(£,.0.6.%) Y Y
i1,i2=1j1,j2=1

fwjlj? () Miyis (1) © (B'ille'inQ) (5)

Cao, L. (2014). Non-lIDness Learning in Behavioral and Social Data. The
Computer Journal, 57(9), 1358-1370.

Cao, L., Ou, Y, Yu, P.S. Coupled Behavior Analysis with

Applications, IEEE Transactions on Knowledge and Data Engineering,
24 (8): 1378-1392, 2012
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It is very challenging to extract and list all references related to comprehensive
behavior analysis, here we mainly list references related to ‘hard’ behavior
analytics (i.e., action, activity and their sequences-centric). There are much more
papers address the ‘soft’ behavior perspectives.
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