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Tutorial Website

• https://sites.google.com/view/lianghu/home/tutorials/pakdd2018



Goal 

In this tutorial, we aim to provide a comprehensive understanding of 
how to apply the state-of-the-art AI (especially machine learning) 
techniques to build non-IID recommender systems by modeling 
heterogeneities and couplings of users, items, and between users and 
items.



Agenda

• Overview of Non-IIDness in RS
• 20 mins

• Data representation in RSs with ML approach 
• 30 mins

• Non-IID RS on modeling heterogeneities and couplings over users

• 40 mins

• Break
• 30 mins

• No-IID RS on modeling heterogeneities and couplings over items
• 45 mins

• Non-IID RS on modeling heterogeneities and couplings over implicit user-item interactions

• 50 mins

• Non-IID RS in practice
• 25 mins
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Non-IID learning
Non-IID learning, KDD2017 tutorial
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What are Recommender Systems

• Recommender systems (push information) are the evolution of 
information retrieval systems (pull information).

Pull mode (IR):

Query  Matched Results  Manual Filtering

Push mode (RS):

Potential Requirement  Machine Filtering  Recommendation

Information Age Recommendation Age

Anderson, C. (2006). The long tail: Why the future of business is selling less of moreAnderson, C. (2006). The long tail: Why the future of business is selling less of more



Recommender Systems have occupied our life

What to eat Where to goWhat to buy



Personalized Recommendation



Problems

Recommendation problems:

 Duplicated

 Irrelevant 

 Missing 

 Falsified 

 …

Amazon



Classic Recommender Systems

Classic 
Recommender

Systems

Collaborative 
Filtering

User-based Item-based

Content-based 
Filtering

Demographic 
RS

Knowledge-
based RS



Collaborative Filtering (CF)

• Intuition (user-based filtering): If user A
related to user B and A bought x and y, then B 
bought x tends to buy y.

• Famous examples (item-based 
filtering): Amazon.com's recommender system

• Facebook, MySpace, LinkedIn use 
collaborative filtering to recommend new 
friends, groups, and other social connections.

Sarwar, B., Karypis, G., Konstan, J., & Riedl, J. (2001). Item-based collaborative filtering recommendation algorithms. Paper presented at the Proceedings of the 10th international 
conference on World Wide Web, Hong Kong.

A

B

x

y



Content-based Filtering (CBF)

• CBF is based on the features of items

• Attributes of items

• Description of items

• Text of an article

• User profile is built with the features of 
historical items

• Recommend items according to user profile

User Profile



Data Characteristics in Recommender Systems

• Power law or Long tail distribution

• Data associated with the majority of users are insufficient and even 
absent in real world.

• In most recommender systems, the majority of users/items only 
associated with very few data while only the minority of users/items 
have sufficient data



Challenges in Collaborative Filtering

• Data Sparsity
• In real-world recommender systems, the 

user-item matrix is very sparse.

• Cold Start
• When new users or new items are added, 

the system cannot recommend to these 
users and these items.

• Scalability
• There are millions of users and products in 

real systems. 
• Large amount of computation 

• Large storage

1 4 5

3

1 2

5

5

…

…



Challenges in Content-based Filtering 

• Limited Content Analysis

• System has a limited amount of information on its users or the content of its 
items. 

• Over-specialization

• The system can only recommend items that highly similar with user’s profile, 
the user is limited to be recommended items similar to those already rated.



Question: what’s the main cause of these challenges?

• Data Sparsity

• Cold Start

• Limited Content Analysis

• Over-specialization

Insufficient and simple data



Prospects: modeling RS with more complex data

• Built on More Complex Data
• Multiple data types

• Ratings

• Images

• Text

• Multisource
• Multiple domains

• Multiple systems

• Social data
• Acquire data from user social media

• Multiple criteria
• Multi-objectives: accuracy, novelty…

Data complexity 



Data complexity challenges existing theories 
and systems

What Ad 

would 

you place 

here?

Irrelevant and 

Damaging to Brand



Non-IIDness in Complex Data

• Heterogeneity:

• Data types, attributes, sources, aspects, … 

• Formats, structures, distributions, relations, …

• Learning outcomes

• Coupling relationships:

• Within and between values, attributes, objects, sources, aspects, … 

• Structures, distributions, relations, …

• Methods, models, …

• Outcomes, impact, …

Not identically distributed.

Not independent distributed.

Non-

IIDness

Longbing Cao. Non-IIDness Learning in Behavioral and Social Data, The Computer Journal, 57(9): 1358-1370 (2014).



Classic Assumption – IIDness & IID Learning

IIDness: 

Independence + 

Identical Distribution

O1, O2, O3 are iid

d3 = ||O3- O||

IID learning:

Dominates classic  analytics, 

AI/KDD/ML/CVPR/Statistics research & 

development

Solution

Problem



A Foundational Issue: Non-IID  Learning

O1, O2, O3 share different distributions

d3 = ||O3- O||

= || O3(r13,r23) – O(d1,d2) ||

Problem

Solution



A Systematic View of Recommendation

Longbing Cao. Non-IID Recommender Systems: A Review and Framework of Recommendation Paradigm 

Shifting. Engineering, 2: 212-224, 2016.



Non-IIDness in Recommendation



Non-IIDness in Recommendation

Cao, L. (2016). Non-IID Recommender Systems: A Review and Framework of Recommendation Paradigm Shifting. Engineering, 2(2), 212-224.



Four-generation Recommendation Research



Modeling Non-IIDness for Advanced RS

• Heterogeneity modeling: 
• The heterogeneity over users

social RS, group-based RS

• The heterogeneity over items

cross-domain RS, multi-modal RS

• The heterogeneity of data types

multi-modal RS

• The heterogeneity of domains

cross-domain RS

• The heterogeneity of objectives

multi-objective RS

• Coupling modeling :
• The coupling between users

social RS, group-based RS

• The coupling between items 
session-based RS, cross-domain RS

• The coupling between data types 
multi-modal RS

• The coupling between domains 
cross-domain RS

• The coupling between objectives

multi-objective RS



Modeling the Non-IIDness in RS

A. Non-IIDness on users:

• Social RS: user mutual influence

• Group RS: group joint decision

B. Non-IIDness on items:

• Cross-domain RS: domain coupling

• Session-based RS: sequential coupling

C. Non-IIDness on implicit interaction:

• Context-aware RS: contextual 
dependency

• Multi-objective RS: multi-aspect ratings

• Attraction RS: subjective attention



Non-IID RS

Non-IIDness on 
users

Social RS Group RS

Non-IIDness on 
items

Cross-
domain RS

Session-
based RS

Non-IIDness on implicit 
interaction

Context-
aware RS

Multi-
objective RS

Attraction 
RS

Non-IID RS covered in this tutorial
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AI, Machine Learning and Deep Learning



Machine Learning Methods Dominate RS 
Competitions

Alibaba Competitions



Machine Learning: Tell Truth from Data
Recommender Systems: Recommend Truth from Data

Data with Machine Learning Methods

• Attributes 

• Regression

• Clustering

• Factor Analysis

• Labels

• Classification

• Learning to Rank

• Images, Videos

• Computer Vision Approach

Data with Recommender Systems

• User/Item features

• Ratings

• Item pictures



Machine Learning: Tell Truth from Data (Cont.)
Recommender Systems: Recommend Truth from Data

Data with Machine Learning Methods

• Text

• Natural Language Processing (NLP)

• Sentiment Analysis 

• Sequence

• Time Series Analysis

• Network

• Link Prediction, Network Embedding

Data with Recommender Systems

• Reviews 

• Transaction 

• User/Item Network



In one word

• Data is the matchmaker to bring advanced machine learning methods 
to recommender systems



Representation is the foundation of machine 
learning

• Machine learning concerns the construction and 
study of systems that can learn from data.

• Machine learning focuses on prediction, based on 
known properties learned from training data

• The core of machine learning deals with 
representation and generalization.

• Good representation are essential for successful ML: 
90% of effort

Data

Representation

Prediction

Optimization



Data Representation

Non-IID and RS

Overview

Challenges

Non-IIDness in RS

Data 

Representation
Attributes

• Text

• Rating table

• Image

• Sequence

No-IID on 
users

• Social RS

• Group RS

No-IID on 
items

• Cross-domain RS

• Session-based RS

Non-IID on 
implicit 
interaction

• Context-aware RS

• Multi-objective 
RS

• Attraction RS

Non-IID RS in 
practice

• AI-related preliminaries: from data 

representation perspective

• Representing attributes(User/Item features )

• Representing text (reviews, comments)

• Representing rating table 

• Representing image (User/Item pictures)

• Representing sequence (Transactions)



Representing attributes

• Attributes are most commonly used in RS
• User feature or Item feature

• Categorical feature or Numerical feature

• Modeling the relationship between a target, e.g. rating, and 
given item attributes. 

targetItem f(Attributes)



Shallow model: rating regression

• � is the parameters used to model the importance of each feature.

• � is the ratings given by a user

• Disadvantage: fails to capture the coupling between features

��

Statistical estimation and inference focuses on �

� = � � � = ��



Metric-based Auto-Instructor for Learning 
Mixed Data Representation

• Representing categorical feature and 
numerical feature in one unified feature 
space

• At the feature level: capture the 
heterogeneous coupling between features

• At the object level: express the 
discrimination and margins between objects

• P-Instructor provides supervision for C-
Instructor  learning, and vice versa, to 
reach consensus mixed representation. 

Songlei Jian, Liang Hu, Longbing Cao & Kai Lu. AAAI 2018. Metric-based Auto-Instructor for Learning Mixed Data Representation
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Representing Text Data

• TF-IDF 

• Topic model
• LSA

• LDA

• HDP

• Word embedding
• Skip-gram

• CBOW 
Latent Dirichlet Allocation



Word Embedding

• Why Learn Word Embedding?

• NLP systems traditionally treat words as discrete atomic symbols

• E.g. ‘cats‘: id 22, 'dogs‘: id 23, while they are both animals, four-legged, etc. 

• Using vector representations can overcome some of these obstacles.

• A word embedding �:  words → ℝ� is a parameterized function 
mapping words in to low-dimensional vectors.

https://www.tensorflow.org/tutorials/word2vec



Word2Vec

Mikolov, T., Corrado, G., Chen, K., & Dean, J. (2013). Efficient Estimation of Word Representations in Vector Space.

Mikolov, T., Chen, K., Corrado, G., & Dean, J. (2013). Distributed Representations of Words and Phrases and their Compositionality

Continuous bag-of-words (Mikolov et al., 2013) Skip-gram (Mikolov et al., 2013)
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User-item rating

• A full matrix � ∈ ℝ�×�

�(��), if N=100,000 users, M=50,000 items, 4GB memory is needed.

5 4 2

5 5 1

4

2 3

1 5 4 1

4

2 4

3 5

Is there any efficient way to represent rating table?



Matrix Factorization

• Approximated by low-rank matrices

• Given a matrix � ∈ ℝ�×�, we have

• � = ��� where � = ��, … , �� , � = "�, … , "� , �#, "$ ∈ ℝ%

�(�& + �&), if N=100,000 users, M=50,000 items, D=10, only 8MB memory is needed.

Y
=

U V

D



Applying MF for Recommender Systems

5 4 2

5 5 1

4

2 3 5 ?

1 5 4 1

4

2 4

3 5

items

u
se

rs

�

�( R

)*,+ ≈ ��"
�

"
item latent factor

)-*,+. ≈ ��"′

"’

User latent factors

or

User embedding in the 

terminology of neural model



Tensor Factorization

• CP Model: � = 0 ∘ 2 ∘ 3

Full Storage: 4(∏ 677 ), if 67=100,000, 8PB (1015) memory is needed

Low-rank Storage: 4(8 ∑ 677 ), if 8=10, only 24MB memory is needed
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Representing Image 

• SIFT (Scale Invariant Feature Transform)

• HOG (Histogram of Oriented Gradients)



Feature learning for image

• Deep Learning

• CNN (Convolutional Neural Networks)



VGG

He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition

Simonyan, K., & Zisserman, A. (2014). Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556.

ResNet

Simonyan, K., & Zisserman, A. (2014). Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556.

ResNet
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• Map each item into a real-valued vector without considering the 
sequential dependency

• ℎ7 = ; <7

Represent zero-order information

h h h h

Seqence



Representing 1st-order information

• Map an object to embedding conditional on the last object

• ℎ= = ; <=|<=?@
h h h h

Seqence



Representing higher order information

• RNN: the representation accumulate the information of recent states.

• ℎ= = ; <=|ℎ=?@ = ; <=|; <=?@|ℎ=?A = ⋯

http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Representing long-short term information

• LSTM models the long and short-term dependencies, where the 
accumulation of information is controlled by gate modules

http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Forget gate:

Input gate:

Output gate:



Conclusion of data representation for RS

Attributes
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SIFT

Sequence

RNN
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Non-IIDness on Users

• Heterogeneity

• Different users often have different tastes in nature, 

• E.g. Some users like sci-fi movies, and others like action movies

• Coupling

• User choices are often influenced by other users,

• E.g. Friends’ choices often have impact on our choices

• The choice made by a group is dependent on all group members,

• E.g. The selection of a movie to a household



Social Recommendation
• The growth of social media usage

https://www.smartinsights.com/social-media-marketing/social-media-strategy/new-global-social-media-research/



Social Recommendation

• Recommendation + social 
relations

• Latent factor model:

• Co-factorization

• Regularization methods

• Deep learning model

Tang, J., Hu, X., & Liu, H. (2013). Social recommendation: a review. Social Network Analysis and Mining, 3(4), 1113-1133.
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Sorec: social recommendation using probabilistic 
matrix factorization

• Integrating social network structure and the user-item rating 
matrix

• Connecting through the shared user latent feature spaceC = ��, … , ��

Ma, H., Yang, H., Lyu, M. R., & King, I. (2008, October). Sorec: social recommendation using probabilistic matrix factorization. In Proceedings of the 17th ACM conference 

on Information and knowledge management (pp. 931-940). ACM.
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SocialMF: MF with social trust propagation

• Based on the assumption of trust-aware recommender
• Users have similar tastes with other users they trust

• The transitivity of trust, i.e., trust propagation, is taken into account.

Jamali, M., & Ester, M. (2010, September). A matrix factorization technique with trust propagation for recommendation in social networks. In Proceedings of the 

fourth ACM conference on Recommender systems (pp. 135-142). ACM.



SoReg: recommender systems with social regularization

• Two important assumptions
• “trust relationships” are different from “social friendships”.

• The tastes of one user’s friends may vary significantly.

Ma, H., Zhou, D., Liu, C., Lyu, M. R., & King, I. (2011, February). Recommender systems with social regularization. In Proceedings of the 

fourth ACM international conference on Web search and data mining (pp. 287-296). ACM.



Non-IIDness on users

Non-IID and RS

Overview

Challenges

Non-IIDness in RS

Data 

Representation
Attributes

• Text

• Rating table

• Image

• Sequence

Non-IIDness on 
users

• Social RS

• Group RS

No-IID on 
items

• Cross-domain RS

• Session-based RS

Non-IID on 
implicit 
interaction

• Context-aware RS

• Multi-objective 
RS

• Attraction RS

Non-IID RS in 
practice

• Social RS: user mutual influence

• Latent factor model

• Sorec

• SocialMF

• Soreg

• Deep learning model

• Item Silk Road 

• Open issues and directions

• Group RS: group joint decision



Neural network with social recommendation

• Matrix factorization can be regarded as a shallow neural network

Wang, X., He, X., Nie, L., & Chua, T. S. (2017). Item Silk Road: Recommending Items from Information Domains to Social Users. arXiv preprint 

arXiv:1706.03205.



Deep neural network with social recommendation

• The key of integrating rating and social information is representation

• How to project items and users in rating domain and users in social domain into 
the same embedding space

• Deep neural network is a better option than MF

• More complex relation

• Non-linear relation

• Higher-order interactions



Recommending Items from Information Domains 
to Social Users

Wang, X., He, X., Nie, L., & Chua, T. S. (2017). Item Silk Road: Recommending Items from Information Domains to Social Users. arXiv preprint 

arXiv:1706.03205.

Learning the attribute-aware representation

Representation propagation with graph 

regularization through bridge nodes

Neighbor 

regularization

Self

regularization
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Open issues

• How to deal with the large amount of social data?

• Billions of nodes

• Links change every day, every hour, every second

• How to recognize the influential nodes for recommendation?

• Not all nodes contribute to the recommendation

• The same nodes may have different influence on different targets

• How to incorporate more social information without harm to users’ 
privacy?

• More personal information may benefit the recommendation quality

• Keeping the users’ privacy is the top priority



Directions

• Network embedding and learning

• Mapping user raw information and social relationships to high-level 
representation

• Memory mechanism

• Representation learning on social activity sequence

• Dynamic model

• Using temporal model to capture the shift of social relationships

• Using neural networks to capture dynamic group coupling
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Group choices are joint decision 

• Group activities are observed throughout life

• e.g., watching a family movie, planning family travel

• Each member of a group may have different opinions on the same items, so the 
main challenge in GRSs is to satisfy most group members with diverse 
preferences. 

• This cannot be achieved through an individual-based recommendation method.
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Profile Aggregation

• Group Preference Aggregation (GPA) (Pre-aggregation)

• Aggregating all members’ ratings into a group profile

• Groups are regarded as virtual individual users.

• Disadvantage: the preference is biased to active users with more data

• Individual Preference Aggregation (IPA) (Post-aggregation)

• Predicting the individual ratings over candidate items

• Aggregating the predicted ratings of members via predefined strategies.

• Disadvantage: IPA fails to consider the group behavior



Overview of Aggregation Strategies for Group 
Recommendation

• Many strategies exist for aggregating individual ratings into a group 
rating (e.g. used in elections and when selecting a party leader)

Masthoff, J. (2015). Group recommender systems: aggregation, satisfaction and group attributes. In Recommender Systems Handbook (pp. 743-776). 



Most Frequently Used Aggregation Strategies

• Average and Least misery are the two most prevalent strategies.

• Least misery strategy assumes a group tends to be as happy as its 
least happy member.

• Average strategy recommends items with the highest average 
ratings over all members.

Masthoff, J. (2015). Group recommender systems: aggregation, satisfaction and group attributes. In Recommender Systems Handbook (pp. 743-776). 



Group Recommender Systems 

Masthoff, J. (2015). Group recommender systems: aggregation, satisfaction and group attributes. In Recommender Systems Handbook (pp. 743-776). 
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Fixed group and Flexible group

• Fixed group-based recommendation

• A family

• A working group

• Flexible group-based recommendation

• Friends meetup

• Conference attenders



Ranking oriented feature-based matrix 
factorization

• Feature-based matrix factorization

where α, β, γ denote user, item, and global features respectively

Lu, Q., Yang, D., Cheng, T., Zhang, W., Yu, Y. Informative Household Recommendation with Feature-based Matrix Factorization. In CAMRa2011, 2011.



Ranking matrix factorization

• Pairwise preference generation rule:

• MF parameterization:

• Using Bayesian Personalization Ranking (BPR) for optimization



Movie recommendation for household

• Individual Preference Aggregation (post-aggregation):

• First predict users’ rating for items by MF

• Then combining the household members’ ratings to get household rating

• Group Preference Aggregation (pre-aggregation):

• First build household profile

• Then adopt MF on household-item ratings

where w is set to 1 for each member (Average strategy)

The rating of a household equals to the average rating of its 

members (Average strategy)



Dataset for group recommendation

• CAMRa2011 dataset containing the movie watching records of 
households and the ratings on each watched movie given by some 
group members.

• The dataset for track 1 of CAMRa2011 has 290 households with a 
total of 602 users who gave ratings (on a scale 1~100) over 7,740 
movies.



Experimental results

• Comparisons of recommendation performance:
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Collective
Embedding

Individual
Embedding

Member Embedding

DLGR : Modeling Features in Group-based 
Decision
• Member Embedding: which model the individual preference of a user when she/he 

makes choices as a group member, which can be regarded as a mixture of Collective 
Embedding and Individual Embedding .

• Collective Embedding: which represent compromised preferences of a group, which are 
shared among all members and can be disentangled from the Member Embedding.

• Individual Embedding : these represent independent individual-specific preference, 
which can be disentangled from the Member Embedding w.r.t. this user.

Hu, L., Cao, J., Xu, G., Cao, L., Gu, Z., and Cao, W. Deep modeling of group preferences for group-based recommendation. In Twenty-Eighth AAAI Conference on Artificial Intelligence, 2014.



C-RBM disentangles collective 

embedding and individual embedding 

from member embedding

GRBM to learn 

member embedding

Disentangling Collective and Individual 
Embedding

• Each group choice can be regarded as a joint decision by all members

Hu, L., Cao, J., Xu, G., Cao, L., Gu, Z., and Cao, W. Deep modeling of group preferences for group-based recommendation. In Twenty-Eighth AAAI Conference on Artificial Intelligence, 2014.
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Comprehensive Representation of Group 
Preferences

• A dual-wing RBM is placed on the top of DBN, which jointly models 
the group choices and collective features to learn the comprehensive
features of group preference

DW-RBM to jointly model group profile 

(data) and collective embedding



Results

MAP AUC

Model/Strategy No Strategy Average Least Misery No Strategy Average Least Misery

kNN (k=5) 0.1595 N/A N/A 0.9367 N/A N/A

MF-GPA N/A 0.1341 0.0628 N/A 0.9535 0.9297

MF-IPA N/A 0.1952 0.1617 N/A 0.9635 0.9503

OCMF 0.2811 0.2858 0.2801 0.9811 0.9813 0.9810

OCRBM 0.2823 0.2922 0.2951 0.9761 0.9778 0.9782

DLGR 0.3236 0.3252 0.3258 0.9880 0.9892 0.9897

MAP and mean AUC of all comparative models with different strategies

Dataset: CAMRa2011 dataset 



Group with different number of members

• A group with more members implies more different preferences, so 
it is harder to find recommendations satisfying all members.

• Each household may contain 2~4 members in this dataset. We 
additionally evaluated the MAP w.r.t. 2-member households and the 
2+-member (>2) households under Average and Least Misery 
strategies.
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Open issues and directions

• Lack of group feedback data
• There are very few real-world public datasets

• Most datasets are synthetic from personal feedback, which does not contain 
the features of group decision

• Learning group context representation given a group of any users

• Dynamic group recommendation with contextual information
• Flexible group-based recommendation, e.g., friends meetup, conference 

attenders



Attention Mechanism

• Visual attention: many animals only focus on specific parts of their 
visual inputs to compute the adequate responses.

Xu, K., Ba, J., Kiros, R., Cho, K., Courville, A., Salakhudinov, R., ... & Bengio, Y. Show, attend and tell: Neural image caption generation with visual attention. In ICML 2015.



Using attention mechanism

• Most aggregation strategies are about how to weight group members

• Member attention model to learn how to assign weights on members
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Context-aware group recommendation

• Each group member plays different role in different context

• Assign different weights in different context
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Non-IIDness on items

• Heterogeneity
• Items in different domains have different meaningful attributes, 

• E.g. color is a critical attribute for clothes but not for books

• One item is often associated with multi-modal data, 
• E.g. For a movie, there are rating, poster (image), comments (text), prevue (videos)

• Coupling
• Items in different domain often share some common patterns

• E.g. users who like sci-fi novels (book domain) may also like relevant sci-fi movies (movie 
domain) 

• Different types of data can provide complementary information
• E.g. the description and the pictures of an item can provide more comprehensive information

• The choice of items in a transaction are dependent 
• E.g. a user has selected milk, s/he may select bread in a transaction
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Cross item-domain assumption

• The assumption of leveraging cross-domain information in RS

• The existence of multiple related domains 

• The user preference from each domain is not independent

• Two main methods for item domains

• Latent factor model

• MF-based transfer learning

• Weighted irregular tensor factorization

• Deep learning model

• A multi-view deep learning approach

• DiscoGAN
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• Concatenating the rating matrices for all domains



Deficiency

• Each domain has different characteristics

• The factor of color has huge impact on the user preference in clothes domain

• But factor of color has little impact on the user preference in book domain

• Above method using the single domain model implicitly assume the 
homogeneity of items.

• Obviously, such assumption may decrease the prediction accuracy due to the 
heterogeneities of different domains.
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Pan, W., Xiang, E. W., Liu, N. N., & Yang, Q. (2010, July). Transfer Learning in Collaborative Filtering for Sparsity Reduction. In AAAI (Vol. 10, pp. 230-235).

MF based Transfer Learning

• Transfer the knowledge learned from the auxiliary domain to the 
target domain
• The user-factor vectors are co-determined by the feedback in auxiliary and 

target domains
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Deficiency

• Blind Transfer

• If �7 is transferred to the target domain and interacts with heterogeneous 
item factors, it may yield a poor prediction.
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Modeling Domain Heterogeneity

• Domain factors is an essential element in cross “domain” problem 
to model domain heterogeneity

• Triadic relation user-item-domain to reveal the domain-specific user 
preference

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., & Yang, D. (2016). Learning Informative Priors from Heterogeneous Domains to Improve Recommendation in 

Cold-Start User Domains. ACM Transactions on Information Systems (TOIS), 35(2), 13.
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Tensor Factorization over Triadic Relation

• Decompose a tensor into a sum of rank-one components

•D = E, F, G = ∑ E·,I ∘ F·,I ∘ G·,IJIK@
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Cold-Start User Domains. ACM Transactions on Information Systems (TOIS), 35(2), 13.
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Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., & Yang, D. (2016). Learning Informative Priors from Heterogeneous Domains to Improve Recommendation in 

Cold-Start User Domains. ACM Transactions on Information Systems (TOIS), 35(2), 13.



Handling miss values
• For rating data

• Add weight matrix

• rV,7,s = t1 u, P, v  Pw LQ <xwyMzL{P<Q L u, P, v  Pw L Q<Pw| y}LO~�y0 y�wy
• Noisy data act as regularization

• For one-class data
• Users may deliberately choose to access which items [Marlin et al, 2007]

• Confidence Modeling[Hu et al, 2008]

• rV,7,s = ��V,7,s + 1 u, P, v  Pw <xwyMzya1 y�wy  

Marlin, B.M., Zemel, R.S., Roweis, S., and Slaney, M. Collaborative filtering and the missing at random assumption. In Proceeding 23rd Conference on Uncertainty in Artificial Intelligence, 2007.

Hu, Y., Koren, Y., and Volinsky, C. Collaborative Filtering for Implicit Feedback Datasets. In Eighth IEEE International Conference on Data Mining, 263-272, 2008.



Domain # Items # Ratings / # Users # Ratings / # Items Sparsity

Kids & Family* 3,769 4.9309 9.9077 0.0013

Hotels & Travel* 2,545 3.9210 11.6676 0.0015

Restaurants & Gourmet 2,543 3.3394 9.9446 0.0013

Wellness & Beauty 3,852 3.5481 6.9756 0.0009

Home and Garden 2,785 2.6003 7.0707 0.0009

http://liris.cnrs.fr/red/

Epinions dataset (ratings)

• Covering 5 domains
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• RMSE of comparative methods (the smaller the better) 



Domain # Items # Clicks / # Users # Clicks / # Items Sparsity

D1* 8,179 23.2003 19.7170 0.0028

D2* 6,940 18.5455 18.5749 0.0027

D3 5,561 22.5005 28.1246 0.0040

D4 6,145 16.0606 18.1671 0.0026

https://tianchi.aliyun.com/datalab/dataSet.htm?id=5

Tmall.com dataset (clicks)

• One-class preference problem



Target
Domain

Method

D1
TR-80% TR-50%

AP@5 AP@20 nDCG@5 nDCG@20 AP@5 AP@20 nDCG@5 nDCG@20

Most-Pop 0.0161^ 0.0175^ 0.0269^ 0.0382^ 0.0322^ 0.0223^ 0.0567^ 0.0577^

N-CDCF 0.0252* 0.0240* 0.0441* 0.0465* 0.0352* 0.0210 0.0604* 0.0534

MF-IF 0.0263* 0.0293* 0.0432* 0.0631* 0.0455* 0.0324 0.0813* 0.0854*

MF-IF-CDCF 0.0242* 0.0258* 0.0399* 0.0552* 0.0431* 0.0296 0.0763* 0.0775*

PARAFAC2 0.0213* 0.0226* 0.0350* 0.0476* 0.0395* 0.0267 0.0691* 0.0687*

CDTF-IF 0.0258* 0.0276* 0.0425* 0.0587* 0.0423* 0.0294 0.0758* 0.0767*

WITF 0.0267* 0.0285* 0.0451* 0.0623* 0.0484* 0.0340 0.0849* 0.0872*

WITF+WRMF 0.0271** 0.0290** 0.0462** 0.0643** 0.0486** 0.0343** 0.0851** 0.0879**

Target
Domain

Method

D2
TR-80% TR-50%

AP@5 AP@20 nDCG@5 nDCG@20 AP@5 AP@20 nDCG@5 nDCG@20

Most-Pop 0.0175^ 0.0194^ 0.0288^ 0.0424^ 0.0297^ 0.0231^ 0.0530^ 0.0591^

N-CDCF 0.0281* 0.0261* 0.0435* 0.0520* 0.0228 0.0243* 0.0380 0.0357

MF-IF 0.0320* 0.0354* 0.0528* 0.0747* 0.0501* 0.0370* 0.0872** 0.0924**

MF-IF-CDCF 0.0240* 0.0262* 0.0397* 0.0563* 0.0380* 0.0285* 0.0675 0.0724*

PARAFAC2 0.0215* 0.0234* 0.0356* 0.0506* 0.0327* 0.0251* 0.0589* 0.0638*

CDTF-IF 0.0326* 0.0337* 0.0526* 0.0662* 0.0454* 0.0316* 0.0761* 0.0750*

WITF 0.0338* 0.0363* 0.0552* 0.0753* 0.0538* 0.0383* 0.0905* 0.0909*

WITF+WRMF 0.0343** 0.0369** 0.0556** 0.0758** 0.0542** 0.0386** 0.0907** 0.0915*

The Mean AP@5,10 and nDCG@5,10
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A Multi-View Deep Learning Approach

• Multi-learning Framework

• One user view VS. multiple item views

• DNN to map high-dimensional sparse 
features (e.g., raw features of users 
and items) into low dimensional dense 
features in a joint semantic space

Elkahky, A.M., Song, Y., and He, X. A multi-view deep learning approach for cross domain user modeling in recommendation systems. In Proceedings of the 24th International 
Conference on World Wide Web, 278-288, 2015.



User log for Microsoft products

• The data sets:

• Search engine logs from Bing Web vertical

• News article browsing history from Bing News vertical

• App download logs from Windows AppStore

• Movie/TV view logs from Xbox.



Mapping between URL domains,
News articles and Apps



MRR and Precision@1



Ian Goodfellow, NIPS 2016 Tutorial: Generative Adversarial Networks

https://www.kdnuggets.com/2017/01/generative-adversarial-networks-hot-topic-machine-learning.html



Content-based Cross-domain Recommendation
with Generative Adversarial Networks

• Discovering cross-domain relations given unpaired data.

Kim, T., Cha, M., Kim, H., Lee, J., & Kim, J. (2017). Learning to discover cross-domain relations with generative adversarial networks. arXiv preprint arXiv:1703.05192.



DiscoGAN for unpaired, unlabeled datasets

(a) Standard GAN (b) GAN with a reconstruction loss, (c) DiscoGAN designs two coupled GAN between two 

unpaired, unlabeled datasets. 



Datasets

• Car dataset (Fidler et al., 2012) 
• Fidler, S., Dickinson, S., and Urtasun, R. 3d object detection and viewpoint estimation with a deformable 3d 

cuboid model. In NIPS, 2012.

• Chair dataset (Paysan et al., 2009)
• Aubry, M., Maturana, D., Efros, A. A., Russell, B., and Sivic, J. Seeing 3d chairs: Exemplar part-based 2d-3d 

alignment using a large dataset of cad models. In Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition (CVPR), 2014.

• Handbags dataset
• Zhu, Jun-Yan, Kr¨ahenb¨uhl, Philipp, Shechtman, Eli, and Efros, Alexei A. Generative visual anipulation on the 

natural image manifold. In roceedings of EuropeanConference on Computer Vision (ECCV), 2016.

• Shoe dataset
• Yu, A. and Grauman, K. Fine-grained visual comparisons with local learning. In Computer Vision and Pattern 

Recognition (CVPR), June 2014.



Chair to Car Translation

Discovering relations of images from visually very different object classes. 

DiscoGAN is trained on chair and car images



Recommend Items from Sketches

• (a) colored images of handbags 
are generated from sketches of 
handbags

• (b) colored images of shoes are 
generated from sketches of 
shoes

• (c) sketches of handbags are 
generated from colored images 
of handbags
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Human are Joint Thinking with Related Data

Sci-Fi

Super hero
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Multimodal Learning

• The information in real world usually comes as 
different modalities. 

• Images are usually associated with tags and text; 

• Texts contain images to more clearly express the main idea 
of the article.

• Different modalities are characterized by very 
different statistical properties. 

• Multimodal learning aims to learn a joint 
representation of different modalities.

https://en.wikipedia.org/wiki/Multimodal_learning
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Multimodal Music Recommendation

Oramas, S., Nieto, O., Sordo, M., & Serra, X. (2017). A deep multimodal approach for cold-start music recommendation. arXiv preprint arXiv:1706.09739.



Datasets

• Million Song Dataset (MSD) 

• https://labrosa.ee.columbia.edu/millionsong/

• Echo Nest Taste Profile Subset provides play counts of 1 million users on more 
than 380,000 songs from the MSD

• Biographies and social tags are collected from Last.fm for all the artists that 
have at least one song in the dataset.

• Final Dataset (MSD-A) 

• https://zenodo.org/record/831348

• The dataset consists of 328,821 tracks from 24,043 artists. Each track has at 
least 15 seconds of audio, each biography is at least 50 characters long, and 
each artist has at least 1 tag associated with it.



Results of Artist and Song Recommendation



Multimodal learning for images and texts

• Irrelevant search results for the 
query “wedding dress“

• Even though it’s apparent in the 
images that these are not 
wedding dresses

Lynch, C., Aryafar, K., and Attenberg, J. Images Don't Lie: Transferring Deep Visual Semantic Features to Large-Scale Multimodal Learning to Rank. In
Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 541-548, 2016.



Transferring Parameters of A CNN to The Task 
of Multimodal Embedding



From search logs to multimodal pairwise 
classification instances



Datasets

• https://www.etsy.com/

• 2 week period in search logs, 1.4 million Etsy listings with images.

• Related dataset:

• http://vision.is.tohoku.ac.jp/~kyamagu/research/etsy-dataset/



Image information can help disentangle different 
listings considered similar by a text model

(a) (b) (c)



Visualizing ranking changing by incorporating 
image information
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Open issues and directions

• Information and Influence adaptation

• What information should be imposed from which domains?

• How much information should be imposed for each domain?

• How to integrate the heterogeneous information from multiple domains?

• Non-overlap cross-domain learning 

• Joint learning complementary information without overlapped users and 
items

• How to utilize multi-modal data in RS? 

• Appling GAN-based models to generate multiple types of samples



Application of GAN in RS

• Preview virtual images of item from NLP description

• Generate virtual data to relieve data sparsity



GAN for Generating Images by Text

Reed, S., Akata, Z., Yan, X., Logeswaran, L., Schiele, B., & Lee, H. (2016). Generative adversarial text to image synthesis. arXiv preprint arXiv:1605.05396.



Text-to-image Synthesis

Reed, S., Akata, Z., Yan, X., Logeswaran, L., Schiele, B., & Lee, H. (2016). Generative adversarial text to image synthesis.

Zhang, H., Xu, T., Li, H., Zhang, S., Huang, X., Wang, X., and Metaxas, D. (2016). Stackgan: Text to photo-realistic image synthesis with stacked generative 

adversarial networks
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What is a session?

• A session consists of observed sequence that leads to the consequent 
actions. 

• There is couplings between the items within a session.

• e.g., clicked pages in browsing history, or chosen items in a transaction.



Why modeling session?

• Recommender systems built on historical profile are often repeatedly 
recommended similar items. 

• E.g. neighborhood-based methods, matrix factorization methods

• In most real-world scenarios, we prefer to find items that are relevant
to our recent activities instead of only similar items. 

• A system makes more sensible and relevant recommendations if the 
session was taken into consideration.



Diversifying recommendations

• Users prefer more diversified options than those they have had.

• It is unlikely that a custom will purchase another loaf of bread if they have 
purchased one, whereas butter or ham may be a more appealing 
recommendation. 

• A system makes more sensible and relevant recommendations if the 
session was taken into consideration.
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Next-basket recommendation

• Sequential shopping basket data is given per user

• To recommend the items which the user may buy in his next visit

Rendle, S., Freudenthaler, C., and Schmidt-Thieme , L. (2010, August). Factorizing Personalized Markov Chains for Next-Basket Recommendation. WWW2010.



Markov chain based matrix factorization

• It models the pairwise interaction in <user u, item i, item l>:

• For each interaction mode, the pair of factorization matrices are :

Rendle, S., Freudenthaler, C., and Schmidt-Thieme , L. (2010, August). Factorizing Personalized Markov Chains for Next-Basket Recommendation. WWW2010.



Experiment datasets

• The evaluation is performed on an anonymized purchase data of 
online drug store. http://www.rossmannversand.de

• The dataset is 10-core subset, i.e. every user bought at least 10 
items and vice versa each item was bought by 10 users.



Experimental results

• Factorized Personalized 

Markov Chains (FPMC) 

• Factorized Markov Chain 

(FMC)

• Matrix Factorization (MF)

• A standard dense Markov 

Chain (MC dense) 

• baseline ‘most-popular’
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GRU4Rec network architecture

• By modeling the whole session, 
more accurate recommendations 
can be provided.

• Applying GRU-RNN to model 
session.

• Treating the clicks on items as a 
sequence.

• Modeling the transition between 
items with GRU.

Hidasi, B., Karatzoglou,A., Baltrunas, L., and Tikk, D. (2016, May). Session-based Recommendations with Recurrent Neural Networks. ICLR2016.



Dataset

• RecSys Challenge 2015: 

• http://2015.recsyschallenge.com/.

• This dataset contains click-streams of an ecommerce site.



Experiments



Parallel RNN for Feature-rich Session Recommendations

• Incorporate item features 
(e.g., text, image) into RNN-
based session models.

• Introduce a number of 
parallel RNN (p-RNN) 
architectures to model 
sessions and item features 
at the same time.

• Propose alternative training 
strategies.

Gravity R, B., Quadrana, M., Karatzoglou, A., and Tikk, D. (2016 August). Parallel Recurrent Neural Network Architectures for Feature-rich Session-
based Recommendations. RecSys’2016.



Datasets

• Two datasets

• Coined VIDXL : it was collected over a 2-month period from a Youtube-like 
video site, and contains video watching events having at least a predefined 
length

• Class: it consists of product view events of an online website



Experiments

• Performance of p-RNN, ID only RNN, and item-KNN. 

• p-RNN with features incorporated clearly outperforms the other two 
approaches.



Encoder-Decoder for Session Modeling

model for session and intent modeling with attention model for session and intent modeling with attention + alignments

A bidirectional RNN is used for the encoder to load the item

sequence. Decoder is a unidirectional RNN.
Explicit information transfer with alignment, passing both 

the emitted label |7?@ and the internal hidden state ℎ7 at 

time { to the decoder.

Loyola, P., Liu, C., and Hirate, Y. (2017 August). Modeling User Session and Intent with an Attention-based Encoder-Decoder Architecture. RecSys’2017.



Experiments

• Results of different approaches and their variations, encoder-decoder 
with attention achieves the best performance.
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Loosely ordered sequence in session

• The choices of items in a session may not follow a rigidly ordered 
sequence

• For example, toast and milk, which is first put into a shopping cart is not 
sensitive to the next choice. 

21 1 2

Hu, L., Cao, L., Wang, S., Cao, J., Gu, Z., Xu, G., and Wang, J. Diversifying Personalized Recommendation with User-session Context. IJCAI2017



Wide-in-wide-out Shallow Networks

• SWIWO Architecture (Inspired by CBOW)

• Three-layer shallow wide-in-wide-out networks

input layer encodes the raw user-session context

user embedding context embedding

softmax layer to model the probability of choice 

�� z= �, �\+� , where � = z@, … , z=, … , z`

Hu, L., Cao, L., Wang, S., Cao, J., Gu, Z., Xu, G., and Wang, J. Diversifying Personalized Recommendation with User-session Context. IJCAI2017



Weight assignment on context items

h1 h7

v1 v2 v3 v5 v6 v7

h2 h3

hC

+
v1 v2 v3 v5 v6 v7v4

The context items previous and next to the 

target item z=, i.e. z=?@ and z=�@, have the 

largest weight, and those context items farther 

from z= are assigned smaller weights.



Dataset

• IJCAI-15 Dataset: https://tianchi.aliyun.com/datalab/dataSet.htm?id=5

• This real-world dataset was collected from Tmall.com which is the largest 
online B2C platform in China, and it contains anonymized users' shopping logs 
for the six months before and on the “Double 11” day (November 11th).

Statistic of IJCAI-15 dataset for evaluation

#users: 50K 

#items: 52K 

avg. session length: 2.99

#training sessions: & 0.20M

#training examples: & 0.59M 

#testing cases (LAST): 4.5K 

#testing cases (LOO): 11.9K



Accuracy Evaluation

• The result of REC@10, REC@20 and MRR over the testing sets 
• Last: predict the last item in a testing session
• LOO: predict the leave-one-out item



Diversity Evaluation

• SWIWO considers the whole session context, so it recommends 
more diverse items.



Extension 1:
Weight transaction embedding with attention mechanism

Wang, S., Hu, L., & Cao, L. Attention-based Transactional Context Embeddings for Next-Item Recommendation. AAAI2018

h1 h7

v1 v2 v3 v5 v6 v7

h2 h3

hC

+

v1 v2 v3 v5 v6 v7v4

Context items contribute differently to the next choice

ATEM



Datasets

• IJCAI-15 Dataset 

• Tafang Dataset 

• This real-world dataset is a grocery shopping-supermarket dataset collected 
from a supermarket from November 2001 to February 2002.



Experiments

• ATEM achieves best performance compared to baselines. 

• Attention mechanism contributes greatly by comparing ATEM and 
TEM, a simplified model without attention mechanism.



Experiments

• Test the robustness to the item order within session

• ATEM is almost not affected when randomly disordering items.



Experiments

• Test the effect of context length

• ATEM outperforms other methods on longer context, which proves attention 
mechanism effectively choose the most related items in a session.



Extension 2:
Embedding attributes for cold start recommendations

• Previous models cannot recommend items which rarely occurred or 
totally new items.

• We incorporate the item features into the embedding model to 
handle such cold-start item recommendation issue.



NTEM Architecture

• Three-layer shallow wide-in-wide-out networks

input layer encodes the raw contextual item set and the corresponding features

context embedding feature embedding

Wang, S., Hu, L., & Cao, L. (2017, September). Perceiving the Next Choice with Comprehensive Transaction Embeddings for Online Recommendation. In Joint European 

Conference on Machine Learning and Knowledge Discovery in Databases(pp. 285-302). Springer, Cham.



Accuracy Evaluation

• The result of REC@10, REC@50 and MRR over the testing sets of two 
real-world datasets.

We build datasets with 

different cold start levels

to test our model’s 

capability on cold start 

recommendations. 



Novelty Evaluation

• We aim to recommend some novel items with the consideration of 
transactional context  and the incorporation of item features.

• Now, let’s consider the following metrics.

Global novelty M2ITF: the opposite of item popularity w.r.t the 

whole population.

Local novelty MCAN: the difference of recommended list R w.r.t 

the  corresponding context c.



Novelty Evaluation

• NTEM incorporates the item features, so it is easier to discover and 
recommend those unpopular but relevant items.



Novelty Evaluation: local novelty

• NTEM considers the whole transaction context, so it more easily to 
avoid duplicate recommendations and thus recommend something 
different from the context.
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Open issues and future directions

• Open issues

• How to deal with long-term dependency, e.g., long sessions?

• How to reduce the influence from irrelevant items in a session?

• Future directions

• Incorporating cross-session dependency

• Involving more side information, e.g., attributes, text, images

• Involving additional contextual information, e.g., weather, locations
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Non-IIDness on Implicit Interaction

• Heterogeneity
• User choices are often quite different in different context, 

• E.g. the time, the place, the companion

• An item can be rated by different criteria, 
• E.g. rating on price, rating on usability

• The attraction points to select an item are often different,
• E.g. For a paper, one may be attracted by its applications, and others may be attracted by its model

• Coupling
• Recommendation should consider contextual information

• E.g. a user often prefer different food for breakfast and dinner

• The final user choices are often made according to multiple criteria
• E.g. Novelty, accuracy, diversity are jointly considered when making recommendation

• User selection is quite dependent on the attraction points 
• E.g. a touching sentence of a song, a favorite actor of a movie 
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What is context?

• There are many definitions of context across various disciplines and 
even within specific subfields of these disciplines.

• The representational view assumes that the contextual attributes are 
identifiable and known a priori and, hence, can be captured and used 
within the context-aware applications.

• The interactional view assumes that the user behavior is induced by 
an underlying context, but that the context itself is not necessarily 
observable.

Adomavicius, G. and Tuzhilin, A., 2015. Context-aware recommender systems. In Recommender systems handbook (pp. 191-226). Springer US.



In short

• Context is any factor (observable or not observable) leading to user 
behavior 



Context-aware Recommender Systems

• Rating mapping without context

• �wyM × �{yO → )

• Rating mapping with context

• �wyM × �{yO × �@ × �A × ⋯ → )



Represent context in higher dimensions

• Rating mapping

• R(u, i, c) = 5

user

item

context

5



Tensor factorization model

• 3-dimensional tensor over <User, Movie, Context>

Karatzoglou, A., et al. Multiverse recommendation: n-dimensional tensor factorization for context-aware collaborative filtering. In Recsys, 79-86, 2010.



Fast context-aware recommendations with 
factorization machines

• The idea behind FMs is to model interactions between features using factorized 
parameters. The FM model has the ability to the estimate all interactions 
between features even with extreme sparse data.

• FM models all interactions between pairs of variables with the target (2nd-order), 
including nested ones (1st-order), by using factorized interaction parameters

where r�7,s  are the factorized interaction parameters between pairs:

Rendle, S., Gantner, Z., Freudenthaler, C., and Schmidt-Thieme, L. Fast context-aware recommendations with factorization machines. In Proceedings of the 34th 
international ACM SIGIR conference on Research and development in Information Retrieval, 635-644, 2011.



Representing context data as features

Here in the feature vector x, the first three values indicate the user, the next four ones the movie, the 

next three ones the mood and the last three ones the other users a movie has been watched with.



Datasets

• Adom dataset

• 1524 rating events (1 to 15 stars) for movies with five context variables about 
companion, the weekday and other time information

• Food dataset

• 6360 ratings (1 to 5 stars) by 212 users for 20 menu items with two context 
variables:

• One context variable indicates whether the user is hungry or not.

• The other one indicates how hungry the user is. 



With/without context

The context-aware methods Multiverse Recommendation and context-aware Factorization 

Machine benefit from incorporating the context-information into the rating prediction.



Open issues and direction

• Even though the problem of context-aware rating prediction is highly 
prevalent in practice, there are only a few publicly available datasets.

• Finding efficient way to capture the coupling between all context 
features.

• Modeling high-dimensional context features with deep models. 



Wide & Deep Learning for RS

Wide & Deep model structure for 

apps recommendation

Cheng, H. T., Koc, L., Harmsen, J., Shaked, T., Chandra, T., Aradhye, H., ... & Anil, R. (2016, September). Wide & deep learning for recommender systems. 

In Proceedings of the 1st Workshop on Deep Learning for Recommender Systems (pp. 7-10). ACM.



Wide & Deep Learning with Context Features

• Just feed all context features into the networks

All context features as input
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Rating from different perspectives



Multi-objective Recommender Systems

• Traditional RSs are built on single objective

• However, recommendations are determined by multiple aspects

• Accuracy, diversity, novelty …

• To learn users’ profile more comprehensively, we need to build new 
RSs to optimize multiple objectives for each aspect 



Problems for Long-tail Users/Items

• Popularity Bias
• Short-head users and items account 

for the majority of data, and models 
tend to fit these users and items. 

• Specialty modeling is desirable

• Shilling Attack
• Long-tail items have few data and 

they are more vulnerable to shilling 
attack.

• Credibility modeling is desirable



RMRM : Joint Optimizing Credibility and Specialty

• Recurrent Mutual Regularization Model (RMRM) consists of two main 
components

• C-HMF models user choices by emphasizing credibility 

• S-HMF models user choices by emphasizing specialty

• Each component leads to a different objective for optimization, so 
RMRM is a multi-objective recommenders systems

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM 

Trans. Inf. Syst., 2017

S-HMF

C-HMF

FactorsFactors



Classic Probabilistic MF & Heteroscedastic MF

• � �7 = 6 �7 �, �]A�   
• � �s = 6 �s �, � Â�
• � �7s �7 , �s = 6 �7s �7Y�s , �A

• Loss function:
• −log � �7s , �7 , �s =LMNOPQ�,� �∑ �7s − �7Y�s A7s*��d7e�=di fjnn

+
\] ∑ �7 A7 + \^ ∑ �s AsIde*fgI7hg=7j� �

• � �7 = 6 �7 �], �]A�  
• � �s = 6 �s �^, �Â�  
• � �7s �7 , �s = 6 �7s �7Y�s , �7sA

• Loss function:
• −log � �7s , �7 , �s =
• LMNOPQ�,� ∑ r7s �7s − �7Y�s A7s �d7e�=di fjnn

+ \] ∑ �7 − �7 A7 + \^ ∑ �s − �s AsIde*fgI7hg=7j�
• model variance, i.e. weight on the loss : r7s = ; �7s?A

� �, � � ∝ � �, �, �  = ¡ � �7s �7 , �s7s∈� ¡ � �77  ¡ � �ss

Popularity Bias

Shilling Attack



Specialty Enhancement

• S-HMF (Specialty-specific Heteroscedastic MF)

• �7sA = ;¢ �7s ∝ £s?@
scores the specialty of user choice, which tightly fits the choices 

over long-tail items

• Given all observed choices, the specialty score of a choice on an item v
is measured by the self-information:

• £s = − �<N ~̅ v ¥  

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017

Popularity Bias



Credibility Enhancement

• C-HMF (Credibility-specific Heteroscedastic MF)

• �7sA = ;` �7s ∝ ¦7?@
scores the credibility of each review

• Bayesian Reputation Modeling
• Reputation Score: Given the helpfulness scores ℎ7 of a user P, the reputation score on this user is 

defined by: ¦7 = ℛ ¨7 ©7 ≝ M + ¥M + w + ¥ + «

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017

Shilling Attack



Recurrent Mutual Regularization

• A recurrent mutual regularization process couples S-HMF and C-HMF 
using the user and items factors learned from each other as the 
empirical priors

Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of Distribution. ACM Trans. Inf. Syst., 2017
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Dataset: the Epinions

# users: 39,902 # items: 63,027

# trust links: 43,8965 # trusters / users: 11

max # of trusters: 1,713 # users with zero truster: 14,202

# ratings: 734,441 density: 0.029%

# ratings / users: 18 # ratings / items: 11

max # ratings of user: 1,809 max # ratings of item: 2,112

0 1 2 3 4 5 6 7

x 10
4

0

50

100

150

200

250

300

350

400

450

500

Item Rank

#
 R

a
ti
n
g
s

0 0.5 1 1.5 2 2.5 3 3.5 4

x 10
4

0

50

100

150

200

250

300

350

400

450

500

User Rank

0 1 2 3 4 5 6 7

x 10
4

0

20

40

60

80

100

120

140

160

180

200

Item Rank

#
 H

e
lp

fu
l 
S

c
o

re
s

0 0.5 1 1.5 2 2.5 3 3.5 4

x 10
4

0

20

40

60

80

100

120

140

160

180

200

User Rank

Long-tail distributions for the number of ratings of items and users (truncated from 0 to 500)

The distributions for the number of helpful scores w.r.t. items and users (truncated from 0 to 200)



Rating Prediction on Long-tail Distributed 
Items and Users
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MAEs of rating prediction for the long-tail item distribution

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

Less Active
 

 

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

Shallow Tail
 

 

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

Deep Tail
 

 

MAEs of rating prediction for the long-tail user distribution

Most Popular: The items in the headmost 5% of the distribution

Less Popular: The items in the 5~20% interval of the distribution

Shallow Tail: The items in the 20~50% interval of the distribution

Deep Tail: The items in the endmost 50% of the distribution

Most Active: The users in the headmost 5% of the distribution

Less Active: The users in the 5~20% interval of the distribution

Shallow Tail: The users in the 20~50% interval of the distribution

Deep Tail: The endmost 50% users of the distribution of the distribution



Shilling Attack Simulation

• To simulate such an environment

• We created 1,000 virtual spam users to conduct the attack

• We selected 100 items from the head (0%~20%) and the tail (20%~100%) as 
the attack targets. 

• Nuke attack in the case of the average attack model
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Open issues and directions

• How to integrate the impacts from multiple objectives?

• Different users may pay attention to different objectives

• The importance of objectives are often dependent on the context

• Modeling with game theory to find equilibria over multiple objectives

• Applying multi-objective optimization methods in RS

• Multiple-criteria decision analysis

• Multidisciplinary design optimization



Non-IIDness on implicit interaction
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Why modeling attraction?

• First, the attraction is the highlights that largely lead to a person's 
selection and decision. 

• For example, 

• We often cannot recite a whole poem but we can always recall some 
impressive sentences; 

• We may not remember a whole song but we can hum some touching lyrics.

• These highlights make a person to be attracted by the poem or the song. 



Why modeling attraction?

• Second, the attraction is a subjective 
feeling which is often different from 
person to person. 

• For example, 

• Readers in Go community may be 
attracted by the target problem, i.e., 
Go playing, of this scientific paper 
while readers in AI community may be 
attracted by the technical methods.



Example: Attraction on Movies

• The internet movie has accounted for 
the major traffic in new media age.

• In particular, the story and the cast 
members, e.g., actors, directors and 
writers, are two most important 
aspects of a movie to attract audience. 

• A person may be caught by some 
attractive words by the story of a movie. 
Only a few sentences of the core plot 
instead of all sentences actually attract a 
user.

• Cast members of a movie are another 
very important factor to attract users.

Hu, L., Jian, S., Cao, L., Chen. Q. Interpretable Recommendation via Attraction Modeling: Learning Multilevel Attractiveness over Multimodal Movie Contents. IJCAI2018



Multimodal and Multilevel Attraction Model

• One multilevel neural model on the movie story to capture

• Word-level attraction: e.g. some character, some place

• Sentence-level attraction: e.g. some core plot

• Story-level attraction: e.g. like the movie to what extent

• The other multilevel neural model on the cast to capture

• Member-level attraction: e.g. a fan of some actor

• Cast-level attraction: e.g. attracted by the movie to what extent
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Experiments

• The experiments are conducted on the real-world movie watch 
dataset MovieLens 1M. The model is evaluated from three aspects: 

• Recommendation accuracy

• New movie recommendation

• Interpretation of attraction on movies



Datasets

• We collect user watch records from the MovieLens 1M dataset. 

• https://grouplens.org/datasets/movielens/1m/

• Story and cast data are provided the mapping from MovieLens ID to 
DBPedia URI 

• https://github.com/sisinflab/LODrecsys-datasets/tree/master/Movielens1M



Augment information from DBPedia

• SPARQL Interface

PREFIX 
movie:http://dbpedia.org/resource/Screwed_(2000_film)
select ?abstract ?director ?writer ?starring
{ movie: dbo:abstract ?abstract.
optional { movie: dbo:director ?director }
optional { movie: dbo:writer ?writer }
optional { movie: dbo:starring ?starring }

FILTER (langMatches(lang(?abstract),"en")) }



Statistics of the Enriched Dataset



Training and Testing Sets

• Released movie recommendation: we randomly held out 20% user 
watch records as the testing set, and the remainder were served as 
the training set.

• New movie recommendation: we randomly selected 10% movies and 
held out all their watch records from the dataset, and the remainder 
of 90% movies and their watch records were used for training.

• For each hold-out test sample in above two testing sets, we randomly 
draw ten noisy samples to test whether the testing methods can rank 
the true sample at a top position out of noisy samples.



Comparison Methods

• CENTROID: We create user profiles using the centroid of all word embedding 
vectors from the users' movie stories. Then, we rank recommendations by the 
similarity between the user profile and the controid of word embedding vectors 
of movie story.

• CTR: Collaborative topic regression performs user regression over the latent topic 
distribution of movie stories learned from LDA.

• CWER: Similar to CTR, we create the collaborative word embedding user 
regression (CWER) to perform regression over the centroid word embedding 
vector of each movie story initialized by GloVe embeddings.

• MLAM: This is the full multilevel attraction model proposed in this paper.

• MLAM-S: This is the single-modal version MLAM that only has the story attraction 
module.

• MLAM-C: This is the single-modal version MLAM that only has the cast attraction 
module.



Ranking Performance

• Recommendation accuracy on released movies and new movies



Recall on Release Movies and New Movies



Visualization and Interpretation

Statistical attractiveness on movie Election (1999) w.r.t. sentences, words in the most attractive sentences and cast members. 

The larger size and deeper color of font denote the larger attractiveness weight is assigned.



Open issues and directions

• More advanced approaches involving Psychology, Neuroscience, Brain 
science, are demanded to precisely model attraction.

• Attraction modeling on more data types as well as text, e.g. images, 
videos, audios.

• Attraction is quite subjective, which changes with context

• Incorporating contextual information for modeling context-aware attraction is 
more preferable
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Recommendation in Netflix

https://medium.com/netflix-techblog/recommending-for-the-world-8da8cbcf051b

https://medium.com/netflix-techblog



Personalized RecommendationPersonalized Recommendation



Netflix Prize

• In October 2006, Netflix as a service peddling discs of movie and TV 
show, announced “The Netflix Prize”

• The Netflix Prize was an open competition for the best collaborative 
filtering algorithm to predict user ratings for films

• The mission: Make the company's recommendation engine 10% more 
accurate 



Netflix Prize in 2012

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-1-55838468f429



MF wins Netflix Prize (2012)



RBM wins Netflix Prize (2012)



Most watch on Netflix comes from 
Recommendation (2013)

https://www.huffingtonpost.com/entry/netflix-profiles_n_3685876



Netflix has applied deep learning for 
recommendation

https://www.re-work.co/blog/deep-learning-tony-jebara-machine-learning-research-netflix



Distributed Neural Networks with GPUs in the 
AWS Cloud

• Implementing bleeding edge 
solutions to train large-scale 
Neural Networks using GPUs 

• The cost and the complexity 
might be overwhelming if doing 
it in own custom infrastructure. 

• Levering the public AWS cloud 
with the customization and use 
of the instance resources.

https://medium.com/netflix-techblog/distributed-neural-networks-with-gpus-in-the-aws-cloud-ccf71e82056b



Vectorflow: 
a neural network library optimized for sparse data

https://github.com/Netflix/vectorflow
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System diagram for personalized 
recommendation (2013)

• Offline jobs: model training and batch computation 
of intermediate or final results.

• Nearline computation is an intermediate compromise 
between these two modes in which we can perform online-
like computations, but do not require them to be served in 
real-time.

• Online computation responds better to recent events and 
user interaction, and responds to requests in real-time.

https://medium.com/netflix-techblog/system-architectures-for-personalization-and-recommendation-e081aa94b5d8
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Incomplete list of methods in machine 
learning for personalization
• Linear regression

• Logistic regression

• Elastic nets

• Singular Value Decomposition

• Restricted Boltzmann Machines

• Markov Chains

• Latent Dirichlet Allocation

• Association Rules

• Gradient Boosted Decision Trees

• Random Forests

• Clustering techniques from the simple k-means to novel graphical approaches 

• Matrix factorization

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-2-d9b96aa399f5



Algorithms selection and validation in Netflix

• When we test something, we want to understand why it failed or 
succeeded.

• So, how does this work in practice? 

• It is a slight variation over the traditional scientific process called A/B 
testing (or bucket testing):



The process of A/B testing in Netflix

1. Start with a hypothesis
Algorithm/feature/design X will increase member engagement with service 
and ultimately member retention

2. Design a test
Develop a solution or prototype. Ideal execution can be 2X as effective as a prototype, 
but not 10X.

3. Execute the test

4. Let data speak for itself
• When executing A/B tests, Netflix track many different metrics.

• Tests usually have thousands of members and anywhere from 2 to 20 cells exploring variations of 
a base idea. 

• The key advantage of A/B tests is that they allow decisions to be data-driven.

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-2-d9b96aa399f5



Offline/online Testing

The offline testing cycle is a step to test and optimize 

algorithms prior to performing online A/B testing

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-2-d9b96aa399f5



The experimentation platform for A/B testing

https://medium.com/netflix-techblog/its-all-a-bout-testing-the-netflix-experimentation-platform-4e1ca458c15



The process of rolling out feature

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-2-d9b96aa399f5



Innovation Cycle: Top10 Marathon

• 10-week effort to quickly test dozens of algorithmic ideas related to 
improving Top10 row

https://medium.com/netflix-techblog/netflix-recommendations-beyond-the-5-stars-part-2-d9b96aa399f5



The lesson learned from Netflix

• How to seamlessly integrate personalized recommendation into real 
business

• How to bridge the gap between the algorithms in papers to the real 
systems.

• How to design and build large-scale and real-time recommender systems

• How to adopt a scientific process to select and validate algorithmic ideas

https://medium.com/netflix-techblog
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Words for taking home

• Get insight into the ubiquitous non-IIDness in modern RSs due to the data 
complexity

• Try to link modern AI techniques to represent heterogeneities and 
couplings in complex data

• Practice building novel non-IID RSs with state-of-the-art machine learning 
approaches

• Customize and deploy real-world RSs from new ideas with practical 
methodology 
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