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#### Abstract

From a data mining perspective，sequence classification is to build a classifier using frequent sequential patterns． However，mining for a complete set of sequential patterns on a large dataset can be extremely time－consuming and the large number of patterns discovered also makes the pattern selection and classifier building very time－consuming．The fact is that， in sequence classification，it is much more important to discover discriminative patterns than a complete pattern set．In this paper，we propose a novel hierarchical algorithm to build sequential classifiers using discriminative sequential patterns． Firstly，we mine for the sequential patterns which are the most strongly correlated to each target class．In this step，an aggressive strategy is employed to select a small set of sequential patterns．Secondly，pattern pruning and serial coverage test are done on the mined patterns．The patterns that pass the serial test are used to build the sub－classifier at the first level of the final classifier．And thirdly，the training samples that cannot be covered are fed back to the sequential pattern mining stage with updated parameters．This process continues until predefined interestingness measure thresholds are reached， or all samples are covered．The patterns generated in each loop form the sub－classifier at each level of the final classifier． Within this framework，the searching space can be reduced dramatically while a good classification performance is achieved． The proposed algorithm is tested in a real－world business application for debt prevention in social security area．The novel sequence classification algorithm shows the effectiveness and efficiency for predicting debt occurrences based on customer activity sequence data．
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## 1 Introduction

Many real world applications involve data consisting of sequences of elements．In network intrusion detec－ tion，there are sequences of TCP／IPA packets．In text mining，the data is composed of sequences of words and delimiters．In customer basket analysis，the items pur－ chased by each customer is made up of sequences of transactions．In bioinformatics，DNA，RNA and pro－ tein are all composed of sequences of molecule segments． The classification of sequence data is difficult because of the vast number of features used in describing each example．

Because of a wide range of applications and signifi－ cant challenges，sequence classification has been stud－ ied for several decades．Since the early 1990＇s，along with the development of pattern recognition，data min－ ing and bioinformatics，many sequence classification
models have been proposed．However，there are two drawbacks in existing algorithms．One is that most of them are application－dependent in that they apply specific domain knowledge to build the clas－ sifier，for example the sequence classification mod－ els on speech recognition ${ }^{[1]}$ ，text classification ${ }^{[2-3]}$ ， bioinformatics ${ }^{[4-7]}$ ，event analysis ${ }^{[8]}$ ，customer be－ haviour predictions ${ }^{[9]}$ ，and so on．Another drawback is that most algorithms cannot work on large datasets because of the complexity of the models．

In social security，each customer＇s transactional records form an activity sequence．From a business point of view，these sequences are closely correlated to the occurrence of debt．Here，a debt indicates a pay－ ment made by government to a customer who was not entitled to that payment．Because of the ongoing debt base over many years，debt prevention is a significant business goal of government departments and agencies．

[^0]In order to prevent customer debt, one critical task is to build debt predictive models based on the huge volume of customer activity sequences in social security area. For example, in Centrelink, the government agency which delivers a range of services to Australian community, there are more than 6.6 billion transactions filed annually on approximately 6.5 million customers. The conventional model-based sequence classification algorithms are very difficult to extend to process such a huge volume of data.

In recent years, because of the significant progress in data mining, there have been several researchers working on sequence classification ${ }^{[11-14]}$ based on sequential pattern mining techniques ${ }^{[15-19]}$. These algorithms all follow a two-step strategy. The first step is sequential pattern mining in which a complete sequential pattern set is discovered given a minimum support. The second step is to select the discriminative patterns and build sequential classifiers based on the patterns. In the existing sequence classification algorithms, efficiency is the major bottleneck because of the following two issues. Firstly, sequential pattern mining is still very time-consuming. Suppose we have 150 distinct itemsets. If the aim is to mine for 10 -item sequences, the number of candidate sequential patterns is more than

$$
150^{1}+150^{2}+150^{3}+\cdots+150^{10} \approx 5 \times 10^{21}
$$

Even with efficient algorithms, the sequential pattern mining in the above example would still take weeks, or even months to complete if all the candidates are generated and processed. Secondly, a number of processes, such as pattern pruning ${ }^{[20-21]}$ and coverage test ${ }^{[20-21]}$, are to be applied to the sequential pattern set to build the sequential classifier. If the sequential pattern set contains a huge number of sequential patterns, the classifier building step can be also extremely time-consuming.

In fact, the most important consideration in rulebased classification is not to find the complete rule set, but to discover the most discriminative rules ${ }^{[22-23]}$. Cheng et al.'s experimental results show that "redundant and non-discriminative patterns often overfit the model and deteriorate the classification accuracy" ${ }^{[23]}$.

In this paper, we will not follow the conventional two-step sequence classification strategy. Instead, we propose a novel framework to build sequential classifier. The final classifier consists of a number of subclassifiers organised in a hierarchical way. Each of the sub-classifiers is built as follows. Firstly, in the sequential pattern mining stage, a small set of the sequential patterns strongly correlated to the target classes are discovered. Following pruning, the sequential pattern set is input for serial coverage test ${ }^{[20-21]}$. The
sequential patterns that pass the coverage test form the first level of the sequential classifier. On the other hand, since we only select a small set of sequential patterns which are strongly correlated to the target classes, very often there are some samples not covered by the mined patterns. These samples are fed back for the training in next loop. This process continues until predefined thresholds are reached or all samples are covered. And in each loop, the patterns passed the coverage test are used to build the subclassifier at the corresponding level of the final sequential classifier.

The testing of the classifier is also implemented in a hierarchical way. That is, the sequential patterns of the first level are used for the testing first. If the testing instances cannot be covered by the patterns of the first level, they are tested using the patterns of the second level, and this continues until the last level of the classifier is attained. Following this strategy, at each level, only a small number of discriminative patterns have to be tested for classification. Hence the testing time is also reduced compared to conventional algorithms. Moreover, selecting the most discriminative patterns at each level makes the classifier work well with respect to the classification accuracy.

There are three main contributions in this paper. Firstly, we propose a novel hierarchical algorithm for sequence classification, which can reduce the running time while keeping the performance of the classification. Secondly, we select the most discriminative patterns using statistical test and class correlation ratio (CCR) ${ }^{[24]}$. And lastly, our algorithm is tested on a real-world application, which shows the efficiency and effectiveness of the proposed algorithm.

The structure of this paper is as follows. Section 2 introduces the previous work related to this paper. Section 3 provides the notation and description of the sequence classification problem. Section 4 introduces the discriminativeness measure in our algorithm. Section 5 is the outline of our algorithm. The case study is in Section 6, which is followed by the conclusion in Section 7 .

## 2 Related Work

### 2.1 Associative Classification

Associative classification has a close relationship with sequence classification since they both use frequent patterns to build classifiers. In 1998, Liu et al. ${ }^{[20]}$ combined association rule mining and classification to propose classification based on associations (CBA) algorithm, in which frequent itemsets instead of conventional features were used to build the classifier. The associative classifier shows good accuracy,
good scalability, and is easy to be interpreted. However, CBA only uses the highest ranking rule corresponding to the features of one instance, which is later proven to have serious overfitting problem. Li et al. proposed the algorithm Classification based on Multiple Association Rules (CMAR) ${ }^{[21]}$. In their algorithm, Chi-square test is used to measure how significantly one rule is positively correlated to a class. In order to tackle the overfitting problem in CBA algorithm, multiple rules instead of a single rule are employed to make decision on each sample. In CMAR, the ranking of the rule set is based on the weighted Chi-square of each rule. Antonie et al. ${ }^{[25]}$ proposed a two-stage associative classification system (2SARC). The first stage is similar to that of the algorithms, i.e., mining for the complete set of class association rules. However, in the second stage, it is not to compare the scoring values of each class. Instead, a neural network was trained on a number of parameters of the association rules. The final classification decision is made by the trained neural network. Baralis et al. ${ }^{[26]}$ argued that pruning classification rules should be only limited to rules resulting in incorrect classification. They proposed a lazy pruning algorithm which discards rules that incorrectly classify training objects and keep all the others. Normally the associative classification with lazy pruning generates many more rules in the classifier than the algorithms without lazy pruning. Cheng et al. ${ }^{[23]}$ analysed the relationship between pattern frequency and its predictive power from information theory perspective. The theoretical analysis in their paper demonstrates that frequent patterns are high quality features and have good model generalisation ability. Their algorithms tackle the Relevance Problem and Redundancy Problem, which are believed to improve the performance of the classifier.

All of the above associative classification algorithms consist of two relatively independent parts, i.e., pattern mining and classifier modelling. In these algorithms, efficiency is the bottleneck to prevent them from possible deployment in real-world business. In 2005, Wang et al. ${ }^{[27]}$ proposed the HARMONY algorithm, which improved the efficiency much, especially when min_sup is not very low. In their algorithm, only the rules with highest confidence covering each sample are kept while the others are pruned. However it still follows the twostage framework but employs pruning in mining process. When the min_sup is set a low value, the searching space cannot be pruned much. Cheng et al. ${ }^{[28]}$ proposed the DDPMine algorithm to directly build classifier from discriminative frequent patterns. The rules corresponding to greatest information gain are kept in mining process. Because the instances covered by the mined rule are eliminated from further process, the total searching space is much smaller than that of the con-
ventional algorithms. In their algorithm, the database keeps varying during the whole mining process. Theoretically, it is not reasonable to equally treat each mined pattern in the classifier.

### 2.2 Sequence Classification

There have been several researchers working on building sequence classifiers based on frequent sequential patterns. In 1999, Lesh et al. ${ }^{[11]}$ proposed an algorithm for sequence classification using frequent patterns as features in the classifier. In their algorithm, subsequences are extracted and transformed into sets of features. After feature extraction, general classification algorithms such as Naïve Bayes, SVM or neural network can be used for classification. Their algorithm is the first try that combines classification and sequential pattern mining. However, a huge number of sequential patterns are mined in the sequential mining procedure. Although pruning algorithm is used for the post-processing, there are still a large number of sequential patterns forming the feature space. Their algorithm does not tackle some important problems such as how to efficiently and effectively select discriminative features from a large feature space. Tseng and Lee ${ }^{[12]}$ proposed a Classify-By-Sequence (CBS) algorithm to combine sequential pattern mining and classification. In their paper, two algorithms, CBS_Class and CBS_All are proposed. In CBS_Class, the database is divided into a number of sub-databases according to the class label of each instance. Then sequential pattern mining is implemented on each sub-database. In CBS_All, conventional sequential pattern mining algorithm is used on the whole dataset. Weighted scoring is used in both algorithms. The experimental results in their paper show that the performance of CBS_Class is better than the performance of CBS_All. Exarchos ${ }^{[14]}$ proposed to combine sequential pattern mining and classification followed by an optimisation algorithm. The accuracy of their algorithm is higher than that of CBS. However optimisation is a very time-consuming procedure. In fact, in frequent pattern-based sequence classification, efficiency is the principal bottleneck problem to prevent it from being used in real business world. None of the above three sequence classification algorithms tackles this problem well.

## 3 Problem Statement

Let $\mathcal{S}$ be a sequence database, in which each sequence is an ordered list of elements. These elements can be either (a) simple items from a fixed set of items, or (b) itemsets, that is, non-empty sets of items. The list of elements of a data sequence $s$ is denoted by $\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle$, where $s_{i}$ is the $i$-th element of $s$.

Consider two sequences $s=\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle$ and $t=\left\langle t_{1}, t_{2}, \ldots, t_{m}\right\rangle$. We say that $s$ is a subsequence of $t$ if there exist integers $j_{1}<j_{2}<\cdots<j_{n}$ such that $s_{1} \subseteq t_{j 1}, s_{2} \subseteq t_{j 2}, \ldots, s_{n} \subseteq t_{j n}$. Note that for sequences of simple items the above condition is translated to $s_{1}=t_{j 1}, s_{2}=t_{j 2}, \ldots, s_{n}=t_{j n}$. A sequence $t$ is said to contain another sequence $s$ if $s$ is a subsequence of $t$, in the form of $s \subseteq t$.

### 3.1 Frequent Sequential Patterns

The number of sequences in a sequence database $\mathcal{S}$ containing sequence $s$ is called the support of $s$, denoted as $\sup (s)$. Given a positive integer min_sup as the support threshold, a sequence $s$ is a frequent sequential pattern in sequence database $\mathcal{S}$ if sup $(s)>$ min_sup. The sequential pattern mining is to find the complete set of sequential patterns with respect to a given sequence database $\mathcal{S}$ and a support threshold min_sup.

### 3.2 Classifiable Sequential Patterns

Let $\mathcal{T}$ be a finite set of class labels. A sequential classifier is a function

$$
\begin{equation*}
\mathcal{F}: \mathcal{S} \rightarrow \mathcal{T} \tag{1}
\end{equation*}
$$

In sequence classification, the classifier $\mathcal{F}$ is built on the base of frequent classifiable sequential patterns $\mathcal{P}$.

Definition 3.1 (Classifiable Sequential Pattern). Classifiable Sequential Patterns (CSP) are frequent sequential patterns for the sequential classifier in the form of $p_{a} \Rightarrow \tau$, where $p_{a}$ is a frequent pattern in the sequence database $\mathcal{S}$.

Based on the mined classifiable sequential patterns, a sequential classifier can be formulised as

$$
\begin{equation*}
\mathcal{F}: s \xrightarrow{\mathcal{P}} \tau . \tag{2}
\end{equation*}
$$

That is, for each sequence $s \in \mathcal{S}, \mathcal{F}$ predicts the target class label of $s$ based on the sequential classifier which is composed of the classifiable sequential pattern set $\mathcal{P}$. Suppose we have a classifiable sequential pattern set $\mathcal{P}$. A sequence instance $s$ is said to be covered by a classifiable sequential pattern $p \in \mathcal{P}$ if $s$ contains the antecedent $p_{a}$ of the classifiable sequential pattern $p$.

## 4 Interestingness Measure

Suppose there is a pattern $A \Rightarrow B$, there are three key properties (KP) and five other properties (OP) for a good interestingness measure (M) ${ }^{[29]}$. Basically, a good measure should satisfy the following three key properties:

- $K P_{1}: M=0$ if $A$ and $B$ are statistically independent;
- $K P_{2}$ : $M$ monotonically increases with $P(A, B)$ when $P(A)$ and $P(B)$ remain the same; and
- $K P_{3}$ : $M$ monotonically decreases with $P(A)$ (or $P(B))$ when the rest of the parameters $(P(A, B)$ and $P(B)$ or $P(A)$ ) remain unchanged.
Furthermore, there are five other properties. A measure should satisfy them or not depending on different conditions. The five properties are:
- $O P_{1}$ : symmetry under variable permutation;
- $O P_{2}$ : row/column scaling invariance;
- $O P_{3}$ : antisymmetry under row/column permutation;
- $O P_{4}$ : inversion invariance; and
- $O P_{5}$ : null invariance.

In this paper, we would like to find the sequential patterns that either positively or negatively relate to a class. To this end, the interestingness measures should satisfy three key properties plus $O P_{3}$, that is, they should distinguish positive and negative correlations of a table.

In this paper, Class Correlation Ratio $(C C R)^{[24]}$ is used as the principal interestingness measure since it meets the above requirements. The Class Correlation Ratio ( $C C R$ ) can be defined given a contingency table shown in Table 1.

Table 1. 2 by 2 Feature-Class Contingency Table

|  | $p_{a}$ | $\neg p_{a}$ | $\sum$ |
| :---: | :--- | :--- | :--- |
| $\tau$ | $a$ | $b$ | $a+b$ |
| $\neg \tau$ | $c$ | $d$ | $c+d$ |
| $\sum$ | $a+c$ | $b+d$ | $n=a+b+c+d$ |

Class correlation ratio is to measure how correlated the sequential pattern $p_{a}$ is with the target class $\tau$ compared to negative class $\neg \tau$. It has the following formula:

$$
\begin{align*}
\operatorname{CCR}\left(p_{a} \rightarrow \tau\right) & =\frac{\operatorname{corr}\left(p_{a} \rightarrow \tau\right)}{\operatorname{corr}\left(p_{a} \rightarrow \neg \tau\right)}  \tag{3}\\
& =\frac{a \cdot(c+d)}{c \cdot(a+b)} \tag{4}
\end{align*}
$$

Here,

$$
\begin{align*}
\hat{\operatorname{corr}}\left(p_{a} \rightarrow \tau\right) & =\frac{\sup \left(p_{a} \cup \tau\right)}{\sup \left(p_{a}\right) \cdot \sup (\tau)}  \tag{5}\\
& =\frac{a \cdot n}{(a+c) \cdot(a+b)}, \tag{6}
\end{align*}
$$

is the correlation between $p_{a}$ and the target class $\tau$.
$C C R$ falls in $[0,+\infty) . \quad C C R=1$ means the antecedent is independent of the target class. $C C R<1$ means the antecedent is negatively correlated with the target class. $C C R>1$ means the antecedent is positively correlated with the target class. Obviously, $C C R$
can distinguish whether a pattern is positively and negatively correlated to a target class. Also, it is a asymmetric measure to differentiate the target class from antecedent sequential patterns.

## 5 Sequence Classification

Given a sequence database $\mathcal{S}$ and a set of target class $\mathcal{T}$, the conventional method to build sequential classifier is to mine for the complete set of patterns with respect to a given support threshold min_sup. Then, a number of processes are adopted to work on the large sequential pattern set to select the discriminative patterns for the classification.

In our algorithm, we do not follow the conventional algorithms to mine for the complete set of classifiable sequential pattern set. Instead, we build the sequential classifier in a hierarchical way as shown in Fig.1.

The outline of the hierarchical sequence classification algorithm is as follows.

1) Applying sequential pattern mining algorithm on the input dataset. Instead of calculating support and confidence of each candidate pattern, the algorithm in this paper calculates the frequency of each classifiable sequential pattern and the corresponding $C C R$. Since $C C R=1$ means the antecedent is independent of the target class, only the patterns with $C C R>1+m_{1}$ or $C C R<1-m_{2}$ are selected as the candidate classifiable sequential patterns. Here $m_{1}$ and $m_{2}$ are predefined margins. Aggressive strategy is used in our frequent sequential pattern mining stage, which is illustrated in Subsection 5.1.
2) After the sequential patterns are discovered, pat-
tern pruning is implemented on the classifiable sequential pattern set. We follow the pattern pruning algorithm in [21]. The only difference is, in our algorithm, $C C R$ is used as the measure for pruning instead of confidence. The brief introduction of our pruning algorithm is shown in Subsection 5.2.
3) Conduct serial coverage test following the ideas in [20-21]. The patterns which can correctly cover at least one training sample in the serial coverage test form the first level of sequential classifier. Please see Subsection 5.3 for the description of the serial coverage test.
4) Since aggressive pattern mining strategy is used in sequential pattern mining step, only a small number of classifiable sequential patterns are discovered at the first level. Hence in the serial coverage test, a large portion of training samples may not be covered by the mined classifiable sequential patterns. These training samples are fed back to Step 1). With updated parameters, sequential pattern mining is again implemented. After pattern pruning and coverage test (Step 2) to Step 3)), the samples that still cannot be covered are fed back for sequential pattern mining until the predefined thresholds are reached or all samples are covered. The classifiable sequential patterns mined from each loop form the sequential classifier at each level.
5) The final sequential classifier is the hierarchical one consisting of the above sub-classifiers at different levels.

### 5.1 Sequential Pattern Mining

It is known that support is an anti-monotonic measure. The monotonics can dramatically reduce the


Fig.1. Hierarchical sequence classification algorithm.
searching space in frequent pattern mining algorithms. However, the general idea of a pattern being correlated to a target class is not anti-monotonic. To avoid examining the entire space, we use search strategies that ensure the concept of being potentially interesting is antimonotonic. That is, $p_{a} \rightarrow c$ might be considered as potentially interesting if and only if all $\left\{p_{a}^{\prime} \rightarrow c \mid p_{a}^{\prime} \subset p_{a}\right\}$ have been found to be potentially interesting. In this algorithm, we select a new item in such a way that it makes a significant positive contribution to the pattern, when compared to its all generalisations. The pattern $p_{a} \rightarrow c$ is potentially interesting only if the test passes for all generalisations. This effectively tells us that, when compared to the generalisations, all of the items in the antecedent of the pattern make a significant positive contribution to the patterns associated with the target class. This technique prunes the search space most aggressively, as it performs $\left|p_{a}\right|$ tests per rule, where $|\cdot|$ is the length of a pattern.

### 5.2 Pattern Pruning

In this paper, two pattern pruning techniques are used to reduce the size of the mined sequential pattern set. The first technique is redundancy removal. We use general and high ranking patterns to prune more specific and low ranking patterns. Here the ranking is based on the weighted score which is defined as follows:

$$
W_{s}= \begin{cases}C C R, & C C R>1,  \tag{7}\\ \frac{1}{C C R}, & C C R<1, \\ M, & C C R=0,\end{cases}
$$

where $M$ is a predefined integer for the maximum value of the $C C R$ in the algorithm.

Suppose two sequences $p_{i}$ and $p_{j}$ are in the mined sequential pattern set $\mathcal{P}$. If the following conditions are met, the pattern $p_{j}$ is pruned.

$$
\left\{\begin{array}{l}
p_{i} \subseteq p_{j}, \\
W_{s}^{p_{i}}>W_{s}^{p_{j}}
\end{array}\right.
$$

The second pruning technique is significance testing. For each pattern $p_{a} \rightarrow c$, we test whether $p_{a}$ is significantly correlated with $c$ by $\chi^{2}$ testing. Only the $\chi^{2}$ value of a pattern greater than a threshold (in this paper, 3.84) is kept for further processing. All the other patterns are pruned.

### 5.3 Coverage Test

The serial coverage test is invoked after patterns have been ranked as above. Only the sequential patterns that cover at least one training sample not covered
by a higher ranked pattern are kept for later classification. For each sorted sequential pattern starting from the top ranked one $s_{1}$, a pass over the training data set to find all objects that match $s_{1}$ is performed. Once training objects covered by $s_{1}$ are located, they are removed from the training data set and $s_{1}$ is inserted into the sub-classifier. The process repeats for the remaining ordered patterns until all training objects are covered or all sorted patterns have been checked. If a pattern is unable to cover at least a single training object, then it will be discarded.

### 5.4 Weighted Classifier

After serial coverage test, we have a set of sequential patterns to build the sub-classifier at each level of the final classifier. In this paper, we follow two strategies to build each sub-classifier as follows.

- Highest weighted score $\left(C C R_{\text {highest }}\right)$. Given a sequence instance $s$, the class label corresponding to the classifiable sequential pattern with highest weighted score is assigned to $s$.
- Multiple weighted scores $\left(C C R_{\text {multi }}\right)$. Given one sequence instance $s$, all the classifiable sequential patterns at one level covering $s$ are extracted. It is not difficult to compute the sum of the weighted score corresponding to each target class. The class label corresponding to the largest weighted score sum is assigned to $s$.


### 5.5 Classifier Testing

When the hierarchical classifier is built, it can be used for the prediction of the target class on a sequence database, which is also conducted in a hierarchical way. Suppose there is a sequence instance $s$. Firstly, subclassifier on the first level is used to test on $s$. If $s$ can be covered by the sub-classifier, the target class of $s$ is predicted following the proposed algorithms $C C R_{\text {highest }}$ or $C C R_{\text {multi }}$. Otherwise $s$ is input to the next level to test whether it is covered by the next sub-classifier until the last level. Since the prediction is also implemented in a hierarchical way, the coverage test is not needed to be done on the whole classifiable sequential pattern set. Hence the efficiency of prediction is also improved in our algorithm.

## 6 Case Study

The proposed algorithm has been applied in a real world business application in Centrelink, Australia. The purpose of the case study is to predict and further prevent debt occurrence based on the customer transactional activity data.

The dataset used for the sequence classification is
composed of customer activity data and debt data. In Centrelink, every customer contact (e.g., a circumstance change) will trigger a sequence of activities. As a result, large volumes of activity-based transactions are recorded in activity transactional files. In the original activity transactional table, each activity has 35 attributes, of which 4 are used in the case study. These attributes are "CRN" (Customer Reference Number) of a customer, "Activity Code", "Activity Date" and "Activity Time" of each activity respectively shown in Table 2. We sort the activity data according to "Activity Date" and "Activity Time" to construct the activity code sequence. The debt data consist of the "CRN" of the debtor and "Debt Transaction Date". In our case study, only the activities of a customer before the occurrence of a debt are kept for the sequence classification task. After data cleaning, there are 15931 activity sequences including 849831 activity records used.

Table 2. Samples of Centrelink Activity Data

| CRN | Act_Code | Act_Date | Act_Time |
| :---: | :---: | :---: | :---: |
| $* * * * * * 002$ | DOC | $20 / 08 / 2007$ | $14: 24: 13$ |
| $* * * * * * 002$ | RPT | $20 / 08 / 2007$ | $14: 33: 55$ |
| $* * * * * 002$ | DOC | $05 / 09 / 2007$ | $10: 13: 47$ |
| $* * * * * * 002$ | ADD | $06 / 09 / 2007$ | $13: 57: 44$ |
| $* * * * * * 002$ | RPR | $12 / 09 / 2007$ | $13: 08: 27$ |
| $* * * * * * 002$ | ADV | $17 / 09 / 2007$ | $10: 10: 28$ |
| $* * * * * * 002$ | REA | $09 / 10 / 2007$ | $7: 38: 48$ |
| $* * * * * * 002$ | DOC | $11 / 10 / 2007$ | $8: 34: 36$ |
| $* * * * * * 002$ | RCV | $11 / 10 / 2007$ | $9: 44: 39$ |
| $* * * * * * 002$ | FRV | $11 / 10 / 2007$ | $10: 18: 46$ |
| $* * * * * * 002$ | AAI | $07 / 02 / 2008$ | $15: 11: 54$ |

In this case study, we build a three-level hierarchical classifier. The thresholds of CCR at the three levels are as follows.

$$
\begin{aligned}
& T^{1}= \begin{cases}2, & \text { if } C C R>1, \\
0.5, & \text { if } C C R<1\end{cases} \\
& T^{2}= \begin{cases}1.2, & \text { if } C C R>1 \\
0.8, & \text { if } C C R<1,\end{cases} \\
& T^{3}= \begin{cases}1.05, & \text { if } C C R>1, \\
0.95, & \text { if } C C R<1\end{cases}
\end{aligned}
$$

In order to evaluate the accuracy of the proposed algorithm, we implement another algorithm $C C R_{\text {CMAR }}$ which is similar to $\mathrm{CMAR}{ }^{[21]}$. $C C R_{\text {CMAR }}$ is also implemented in our hierarchical framework. At each level, the sub-classifier is trained using a weighted $\chi^{2}$ on multiple patterns. We compare the accuracy of $C C R_{\text {CMAR }}$ to our proposed algorithms $C C R_{\text {highest }}$ and $C C R_{\text {multi }}$ at difference min_sup levels. The results are shown in Table 3. Note that in all of our experiments, $60 \%$ of the dataset is extracted as a training set while the remainder is used as a testing set. Maintaining the ratio of
training and testing sets but randomly dividing them, we test the built classifier for five times.

In Table 3, at all min_sup levels, $C C R_{\text {multi }}$ outperforms $C C R_{\text {highest }}$. This result again verifies that the classifier constructed from only using the highest ranking pattern for one instance suffers from overfitting. Between the two algorithms both using multiple patterns for one instance, $C C R_{\text {multi }}$ and $C C R_{\text {CMAR }}$, we can see that $C C R_{\text {multi }}$ outperforms $C C R_{\text {CMAR }}$ at all min_sup levels. When min_sup becomes greater, the difference between the two algorithms increases, which means our algorithm is more robust than $C C R_{\text {CMAR }}$ when less patterns are discovered for classification.

Table 3. Performance of Different Algorithms

| min_sup <br> $(\%)$ | No. <br> Patterns | $C C R_{\text {CMAR }}$ <br> $(\%)$ | $C C R_{\text {highest }}$ <br> $(\%)$ | $C C R_{\text {multi }}$ <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 39220 | 75.0 | 72.7 | 75.2 |
| 2 | 10254 | 74.4 | 71.8 | 74.9 |
| 5 | 1116 | 69.4 | 70.9 | 72.4 |
| 10 | 208 | 64.2 | 61.0 | 66.7 |

In order to compare the efficiency of our algorithm and conventional algorithms, we also implement the standard sequential mining algorithm using SPAM ${ }^{[17]}$. In our case study, SPAM takes too long time if min_sup $<5 \%$. So we mined for two sets of sequential patterns, with min_sup $=5 \%$ and min_sup $=10 \%$, which are called "PS05" and "PS10" respectively. When min_sup $=5 \%$, the number of the mined patterns is 2173691 . In the coverage test, we would check whether a pattern covering each sample. Suppose we have 15931 sequences. The total number of the possible checking between the sequence data and the mined sequential patterns with min_sup $=$ $5 \%$ is $2173691 \times 15931 \times 0.05=1.73 \times 10^{9}$. When min_sup $=10 \%$, the number of the mined patterns is 773724 . And the total number of possible matching between the sequence data and the sequential patterns is $773724 \times 15931 \times 0.1=1.12 \times 10^{9}$. Even after pattern pruning, it is still inhibitorily time-consuming to implement serial coverage test and build classifier on such a large set of patterns. In this experiment, we ranked the patterns according to their CCRs and extracted the first 4000 and 8000 patterns from "PS10" and "PS05" and called them "PS10-4K", "PS05-4K", "PS10-8K" and "PS05-8K" respectively. Hence we have four classifiers built on the above four sequential pattern sets. The comparison to our classifiers $C C R_{\text {multi }}$ at min_sup $=5 \%$ and at min_sup $=10 \%$ is shown in Table 4. In Table 4, the "No. Patterns" is the number of the patterns obtained from sequential pattern mining stage. The "Accuracy" is the accuracy of each classifier on the same testing dataset.

Table 4. Comparison of the Proposed Algorithm to Conventional Algorithm

| $\begin{gathered} \text { min_sup } \\ (\%) \end{gathered}$ | $C C R_{\text {multi }}$ |  | $C C R_{\text {SPAM }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. Patterns | Accuracy (\%) | No. Patterns | Accuracy (\%) | No. Patterns | Accuracy (\%) |
| 10 | 208 | 66.7 | 4000 | 64.7 | 8000 | 65.7 |
| 5 | 1116 | 72.4 | 4000 | 69.9 | 8000 | 70.6 |

For the convenience of presentation, we call the algorithm based on SPAM " $C C R_{\text {SPAM }}$ ". We have the following two findings from Table 4. Firstly, the accuracy of classifier increases when min_sup decreases and the number of patterns increases. This finding happens on both our algorithm and $C C R_{\text {SPAM }}$. Actually this finding is also proven by Table 3. When the min_sup decreases from $10 \%$ to $1 \%$, the accuracy of the classifiers will increase monotonically. Secondly, the proposed algorithm outperforms $C C R_{\text {SPAM }}$ even though it uses much less patterns than $C C R_{\text {SPAM }}$. When min_sup $=10 \%$, there are only 208 patterns mined in our algorithm while the accuracy is $66.7 \%$. Even 8000 patterns are selected for building the sequential classifier in $C C R_{\text {SPAM }}$, the accuracy is $65.7 \%$ while the accuracy decreases to $64.7 \%$ when input pattern number is 4000 . When min_sup $=5 \%$, we have the similar finding with a little bigger difference in the classifier accuracy.

From this experiment we can see that our algorithm outperforms $C C R_{\text {SPAM }}$ in both efficiency and accuracy. We believe that one of the reasons for the improvement in accuracy is that our algorithm uses less redundant sequential patterns.

## 7 Conclusion and Future Work

In this paper we propose a novel hierarchical algorithm for sequence classification. In the final classifier, the sequential patterns are organised at different levels and only a small set of sequential patterns are used for training or testing on each level. Hence the searching space in our algorithm is much smaller than that of conventional algorithms. In order to select discriminative sequential patterns at each level, we employ cross correlation ratio as the principal interestingness measure. Pattern pruning and coverage test are also used to select the sequential patterns for the final classifier. Our algorithm is tested on a real-world database and the case study shows its efficiency and effectiveness.

It is not difficult to see that the algorithm proposed in our paper is a closed-loop system while most of the existing ones are open-loop. There are two main advantages with our closed-loop algorithm. Firstly, there is feedback from the classification to the frequent pattern mining. Hence, only small sets of discriminative patterns are discovered in the pattern mining stage. Secondly, since the samples are fed back to generate
more discriminative patterns in each loop, the performance of the system is much better in both efficiency and effectiveness. The formulisation of our closed-loop system and the updating of the system parameters will constitute part of our future work.
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