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ABSTRACT
In capital market surveillance, an emerging trend is that a group of hidden manipulators collaborate with each other to manipulate three trading sequences: buy-orders, sell-orders and trades, through carefully arranging their prices, volumes and time, in order to mislead other investors, affect the instrument movement, and thus maximize personal benefits. If the focus is on only one of the above three sequences in attempting to analyze such hidden group based behavior, or if they are merged into one sequence as per an investor, the coupling relationships among them indicated through trading actions and their prices/volumes/times would be missing, and the resulting findings would have a high probability of mismatching the genuine fact in business. Therefore, typical sequence analysis approaches, which mainly identify patterns on a single sequence, cannot be used here. This paper addresses a novel topic, namely coupled behavior analysis in hidden groups. In particular, we propose a coupled Hidden Markov Models (HMM)-based approach to detect abnormal group-based trading behaviors. The resulting models cater for (1) multiple sequences from a group of people, (2) interactions among them, (3) sequence item properties, and (4) significant change among coupled sequences. We demonstrate our approach in detecting abnormal manipulative trading behaviors on orderbook-level stock data. The results are evaluated against alerts generated by the exchange's surveillance system from both technical and computational perspectives. It shows that the proposed coupled and adaptive HMMs outperform a standard HMM only modeling any single sequence, or the HMM combining multiple single sequences, without considering the coupling relationship. Further work on coupled behavior analysis, including coupled sequence/event analysis, hidden group analysis and behavior dynamics are very critical.
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1. INTRODUCTION
Abnormal behavior detection plays an important role in capital market surveillance [5] and risk management. The ongoing global financial crisis and recession urge regulation bodies to undertake a deep investigation of trading behaviors in capital markets. An emerging abnormal trading situation is that a group of experienced market manipulators collaborate with each other to manipulate an instrument by fine-tuning its prices/volumes and trading time, in order to misguide other investors. Once the instrument’s market price reaches a comfortable level, these manipulators immediately take advantage of the market movement. It is very challenging to detect such hidden group-based manipulative behaviors. In fact, similar coupled behaviors (as well as sequences and events) can be found in many domains, including intrusion detection, crime and national security.

In stock markets, trading transactions consist of multiple streams, in which three typical trading behavioral sequences – buy orders, sell orders and trades from the manipulators - are coupled with each other in terms of timing, prices and volumes etc., according to a market’s trading model and investor intention [5]. Often only an individual sequence in such multiple coupled sequences (e.g., trades) is focused on for pattern analysis, while the quotes-related actions and the action price and volume information associated with trades are missing. As a result, we cannot detect those group-based manipulative trading behaviors. Alternatively, if buys and sells are also combined with trades, we may identify more informative patterns disclosing the full trading process and rol-
evant investors’ intentions from buys/sells to trades [20]. In addition, the engagement of sequence item properties such as prices/volumes into sequence analysis makes the findings much more meaningful for business analysts.

Typical sequence analysis algorithms such as GSP [18], PrefixSpan [12], Spam [11] and Spade [21] target single sequences. One may argue that the correlated sequences could be merged into one sequence and then analyzed by these methods; it would overlook the relationships that associate relevant sequences and the properties of sequence items. Another issue is that the current sequence-based behavior/event analysis methods ignore the associated behavioral properties. Therefore, the existing techniques cannot be directly used for coupled behavior analysis such as detecting group-based manipulative trading behaviors. It is essential to develop effective techniques, in particular, behavior informatics [6] and activity mining [14, 15], to analyze coupled behaviors considering item properties.

In addition, any significant change taking place in any sequence, the coupling relationships or behavioral properties could seriously affect the model performance. For instance, a sophisticated market manipulator may adjust trading strategies to manipulate an instrument, resulting in significant changes in the coupled sequences from time to time. It is important to understand such change and difference taking place in the time line, to check it against previous patterns, and to automatically tune the model as needed.

While group-based coupled behaviors, associated with correlated relationships and behavioral properties, are commonly and increasingly seen in complex business applications and social networks, it is very challenging to identify such coupled behavior patterns. To the best of our knowledge, we haven’t found the related work that directly handles such an issue.

1.1 Contributions

In this paper, we first propose an effective Coupled Hidden Markov Model (CHMM) to identify abnormal patterns from multiple coupled sequences, and then an Adaptive CHMM (ACHMM) that can automatically detect significant behavior changes in the sequences.

First, we build a CHMM to model multiple sequences which are associated with each other in terms of certain relationships and involve item properties in constructing the CHMM. To the best of our knowledge, this is novel in the sequence analysis area.

Second, we further enhance the adaptability of CHMM to sequence dynamics by involving the automatic checking of difference from the benchmarks. Even though a single HMM’s adaptability has been studied in areas such as video surveillance, we have not found any work on enhancing the CHMM’s adaptability. Our model can adaptively retrain itself to fit in significant changes in coupled sequences.

Third, in evaluating the business impacts of identified trading behavior patterns, we estimate the business performance of trading those identified trading behavior patterns. This simulates traders’ preferences and verifysthe business impact of resulting patterns.

Finally, from the business perspective, our approach leads to novel contributions to adaptive market surveillance, which is currently not available from the community. The proposed CHMM and ACHMM have the potential for a deep understanding of pattern-based surveillance for the comprehensive analysis of multiple trading sequences with interactions, and the adaptation to stock data dynamics.

In fact, the underlying problem – coupled behavior analysis in hidden groups is interesting to be further explored for business applications and social networks associated with coupled sequences, coupled events, or correlated groups.

1.2 Related Work

We haven’t found the related work that directly analyzes coupled behaviors as discussed in this paper. Here we discuss the relevant background, namely sequence analysis and hidden Markov Model.

Sequence analysis In sequence analysis, typical algorithms including GSP [18], PrefixSpan [12], Spam [11] and Spade [21] mainly deal with single sequences. Even though additional approaches such as sequence classification and sequence alignment [1] have been investigated for more informative sequence analysis, the underlying interactions and item properties associated with multiple sequences have not been considered. While mining multiple sequences is new [10], it is even difficult to mine coupled multiple sequences embedded with item property information. Also, the existing algorithms are not aimed at adaptively handling significant sequence changes. For this, it is essential to engage the theories of behavior informatics [6] and activity mining [14, 15] in coupled behavior analysis.

Hidden Markov Model The HMM is a statistical model suitable for describing behavior processes. It is widely used in many areas such as speech recognition, motion pattern analysis, and fraud and anomaly detection [2, 7, 13]. The HMM provides internal functions for modeling behavior processes, including clear Bayesian semantics, simple and efficient parameter estimation algorithms, computing the probability of an observation sequence given a model such as by forward-backward procedure, and model training by an iterative procedure such as the Baum-Welch method. However, the standard HMM only consists of a single variable to represent hidden states, which cannot be used to represent complex processes [9]. HMM cannot describe systems with multiple interacting processes such as the above three coupled trading sequences. CHMM [3, 16] is proposed on top of HMM to model multiple processes with coupling relationships. CHMM consists of more than one chain of HMMs representing different processes, in which the state of any chain of HMM at time \( t \) depends on not only the state of its own chain of HMM but also the states of other chains of HMMs at time \( t - 1 \), namely the interaction between two modeled processes. In addition, to suit data and pattern changes, change detection [8, 19] is a recent focus. To the best of our knowledge, there is no existing work on utilizing the HMM for detecting abnormal coupled sequences and automatically handling sequence changes associated with item properties in data mining.

During the development of the Group-based Manipulative Behavior Analysis System (GMBAS) for an exchange, substantial experiments have been conducted on analyzing abnormal trading behavior patterns in one and a half years of orderbook-level trading activities from a stock market. The experimental results have been evaluated in terms of accuracy, precision, recall and specificity by taking the surveillance alerts as the benchmark, as well as return and abnormal return to indicate the business impact of those identified abnormal behaviors. It shows that the CHMM outperforms
the standard HMM on any single sequence, and the HMM simply integrating multiple single HMMs without considering the coupling relationships between sequences, while the ACHMM can adapt to significant sequence changes in coupled sequences.

The rest of this paper is organized as follows. In Section 2, abnormal trading activity sequences are introduced as an example, followed by the definition of coupled sequences. Section 3 discusses the CHMM modeling coupled sequences, ACHMM for detecting sequence change, and algorithms for CHMM and ACHMM. Experiments on real-life stock exchange orderbook data are introduced and findings evaluated in Section 4. Finally, Section 5 concludes this paper.

2. PROBLEM DEFINITION

In this section, the problem is illustrated by a real-life example: We then discuss a coupled Hidden Markov Model for modeling three coupled sequences.

2.1 An Example: Coupled Trading Sequences

In stock markets, a trading transaction consists of an investor’s trading action on its desired instrument at a particular trading price, volume and time point. Typical trading actions include ‘place a buy order’ (‘buy’ for short), ‘place a sell order’ (‘sell’ for short) and ‘generate a trade’ (‘trade’ for short, as an effect of matching a buy against a sell). For instance, Table 1 illustrates several order transactions related to a group manipulation situation identified in a stock market. Table 2 shows the corresponding trades, in which buys from investors (4) and (5) are traded against sell (2) at 10:02:02 at a total amount of 450 shares. Professional investors and sophisticated manipulators often collaborate with each other to manipulate a stock by carefully placing quotes and their prices, volumes and times to take advantage of or mislead other associated or opposite actions for maximizing personal benefits. As a result, such carefully manipulated trading behaviors contribute to abnormal market dynamics. For instance, as shown in Figure 1 which replays the trading behaviors in Table 1, investor (2) first placed a large buy at 10:00:35 to mislead other buyers after his/her partner (1)’s sell. To confuse other investors, (2) further placed a sell at 10:01:23 while (1) placed a buy at 10:01:38. After that more investors such as (4) and (5) followed up by submitting buy quotes at the same price as (2)’s sell.

![Figure 1: Coupled Trading Sequences](image)

**Table 1: An example of buy and sell orders**

<table>
<thead>
<tr>
<th>Investor</th>
<th>Time</th>
<th>Direction</th>
<th>Price</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>10:00:35</td>
<td>Sell</td>
<td>11.8</td>
<td>150</td>
</tr>
<tr>
<td>(2)</td>
<td>10:00:35</td>
<td>Buy</td>
<td>11.8</td>
<td>200</td>
</tr>
<tr>
<td>(3)</td>
<td>10:00:50</td>
<td>Buy</td>
<td>11.8</td>
<td>150</td>
</tr>
<tr>
<td>(2)</td>
<td>10:01:23</td>
<td>Sell</td>
<td>11.9</td>
<td>200</td>
</tr>
<tr>
<td>(1)</td>
<td>10:01:38</td>
<td>Buy</td>
<td>11.9</td>
<td>200</td>
</tr>
<tr>
<td>(4)</td>
<td>10:01:47</td>
<td>Buy</td>
<td>11.9</td>
<td>200</td>
</tr>
<tr>
<td>(5)</td>
<td>10:02:02</td>
<td>Buy</td>
<td>11.9</td>
<td>250</td>
</tr>
<tr>
<td>(2)</td>
<td>10:02:04</td>
<td>Sell</td>
<td>11.9</td>
<td>500</td>
</tr>
</tbody>
</table>

**Table 2: An example of trades**

<table>
<thead>
<tr>
<th>Investor</th>
<th>Time</th>
<th>Direction</th>
<th>Price</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4)</td>
<td>10:02:04</td>
<td>Buy</td>
<td>11.9</td>
<td>200</td>
</tr>
<tr>
<td>(5)</td>
<td>10:02:04</td>
<td>Buy</td>
<td>11.9</td>
<td>250</td>
</tr>
<tr>
<td>(2)</td>
<td>10:02:04</td>
<td>Sell</td>
<td>11.9</td>
<td>450</td>
</tr>
</tbody>
</table>

above real-life story tells us that (a) buys, sells and trades are coupled with each other, reflecting investors’ belief and intention. They need to be treated as a whole for anomaly analysis; if they are separated for scrutinization, or only trades are observed, it is challenging to capture the above manipulative cooperation between (1) and (2); (b) models for detecting abnormal trading behaviors should cater for the relationships amongst buys, sells and trades from both action and time perspectives, since the manipulation goal is achieved through a series of deliberate trading behaviors.

For the above cooperative manipulation, the usual sequence analysis tends to construct sequences by putting all actions from an investor together. While some interesting patterns for individual traders could be identified, it is not possible to detect abnormal behavioral patterns from related investors. It is also hard to model the coupling relationships among buys, sells and trades. Action properties such as prices and volumes cannot be fed into sequential analysis models. In order to detect such abnormal coupled trading behaviors, we convert the trading transactions from relevant investors into buy, sell and trade sequences, which are associated with corresponding prices/volumes. For instance, the transactions in Tables 1 and 2 are converted into the following buy, sell and trade sequences:

\[
\{(\text{buy}, 11.8, 2000), (\text{buy}, 11.8, 150), (\text{buy}, 11.8, 200), (\text{buy}, 11.9, 200), (\text{buy}, 11.9, 250)\} \quad (1)
\]

\[
\{(\text{sell}, 12.0, 155), (\text{sell}, 11.9, 200), (\text{sell}, 11.9, 500)\} \quad (2)
\]

\[
\{(\text{trade}, 11.9, 200), (\text{trade}, 11.9, 250)\} \quad (3)
\]

These three sequences enclose fruitful information about a group of related investors’ beliefs and intentions (reflected through actions and related prices and volumes), as well as their implicit collaborations embodied through the price, volume and timing coupling. Also, they reflect the dynamic processes in which some traders intentionally adjust their behaviors and coupling relationships in the manipulation period. Abnormal behavior analysis needs to cater for such coupled sequences, their coupling relationships and dynamic adjustment of behaviors and relationships, otherwise it is almost impossible to identify such hidden group-based manipulation.

2.2 Coupled Hidden Markov Models Based Coupled Sequence Modeling

First, let us define the coupled sequences. Suppose we have \( C \) sequences: \( \Phi_1 = \{\phi_{11}, \ldots, \phi_{1T}\} \), \( \Phi_2 = \{\phi_{21}, \ldots, \phi_{2F}\} \) and \( \Phi_C = \{\phi_{C1}, \ldots, \phi_{CC}\} \), \( T, F \) and \( C \) are the numbers of sequence items, the coupling relationship between two sequences \( \Phi_i \) and \( \Phi_j \) is \( R_{ij}(\Phi_i, \Phi_j) \) which is a set (where \( i, j \leq C, i \neq j \)). \( R_{ij} \subset R \), \( R \) is the set of coupling relationships for all \( C \) sequences.
Couple sequence modeling is carried out to understand and represent the coupling relationships $R$ existing in $C$ sequences. If $R_{ij}(\Phi_i, \Phi_j) = \emptyset$, we assume there is no coupling relationship in sequences $\Phi_i$ and $\Phi_j$; otherwise, $\Phi_i$ and $\Phi_j$ are coupled sequences.

Further, a sequence item in a sequence, for instance $\phi_{11}$ in $\Phi_1$, is often associated with the corresponding item properties, which we call sequence item property. For example, a buy action is associated with buy price, buy volume and buy time in a market. Let $P_i$ represent the sequence item property set of the sequence $\Phi_i$, its no-$k$ item $\phi_{ik}$ is further embodied in terms of its $L$ item properties $\phi_{ik}(p_{ik,1}, \ldots, p_{ik,L})$.

Together with the sequence item properties, the coupled sequences form into coupled behaviors. It is certainly very complicate to model such coupled behaviors. In the following, we illustrate the coupled sequence modeling on the basis of Hidden Markov Models for market trading behaviors.

The three sequences shown in Section 2.1 cannot be separately observed. However, traditional sequence analysis cannot model such complex sequences and fit item properties such as prices and volumes. To this end, we use Coupled Hidden Markov Models (CHMM) to model these coupled sequences and their item properties, in order to detect abnormal coupled sequences and sequence changes within them.

In order to build CHMM for three coupled trading sequences, we define HMMs and CHMM as follows. We first build three HMMs: namely HMM-B for buy sequence $\Phi_B$, HMM-S for sell sequence $\Phi_S$ and HMM-T for trade sequence $\Phi_T$, respectively.

Suppose there are $N$ hidden states in an HMM, which are denoted as $S = \{S_1, S_2, \ldots, S_i, \ldots, S_N\}$, where $S_i$ is an individual state. The state at time $t$ is denoted as $s_t$. There are $M$ distinct observation symbols per state in an HMM, denoted as $O = \{O_1, O_2, \ldots, O_i, \ldots, O_M\}$, where $O_i$ is an individual symbol, the observation symbol at time $t$ is denoted as $o_t$. An observation symbol corresponds to the output of the sequence being modeled. The probability distribution for the transition from state $i$ to $j$ is $X = \{x_{ij}\}$, where $x_{ij} = Pr(s_t = s_j | s_{t-1} = s_i, 1 \leq i, j \leq N$. The probability distribution for state $j$’s observation is $Y = \{y(j)\}$, $y(j) = Pr(O_j | s_t = s_j, 1 \leq j \leq N, 1 \leq k \leq M$. Suppose the initial state distribution $\pi = \{\pi_i\}$, where $\pi_i = Pr(s_1 = s_i, 1 \leq i \leq N$. As $X$ and $Y$ implicitly indicate $N$ and $M$ respectively, an HMM can be denoted as follows:

$$\lambda_{HMM} = (X, Y, \pi)$$

For a trading sequence with $T$ activities, according to [17], a model $\lambda_{HMM}$ can be trained by the following re-estimated formulas with a set of observation sequences:

$$\bar{x}_{ij} = \frac{\sum_{t=1}^{T-1} \alpha(t) x_{ij} y_j(\beta_{t+1}(j))}{\sum_{t=1}^{T-1} \alpha(t) \beta_{t}(j)}, 1 \leq i, j \leq N \quad (4)$$

$$\bar{y}_j(k) = \frac{\sum_{t=1}^{T} \alpha(t) O_k \alpha(t) \beta_k(j)}{\sum_{t=1}^{T} \alpha(t) \beta_k(j)}, 1 \leq j \leq N \quad (5)$$

$$\alpha_{t}$$ and $\beta_{t}$ are the forward and backward variables at time $t$, $\pi_{t}$, $\bar{x}_{ij}$ and $\bar{y}_j(k)$ are the expected parameters of model.

$$\pi_{t} = \frac{\alpha_{t}(i) \beta_{t}(i)}{\sum_{j=1}^{N} \alpha_{t}(j) \beta_{t}(j)}, 1 \leq t \leq N \quad (6)$$

After the model $\lambda_{HMM} = (X, Y, \pi)$ is trained, the probability that an observation sequence $Q = q_1, q_2, \cdots, q_T$ of a trading sequence is generated by $\lambda_{HMM}$ can be computed by the formula:

$$Pr(Q|\lambda_{HMM}) = \sum_{i=1}^{N} \alpha_T(i) \quad (7)$$

The coupling matrix between two coupled trading sequences is represented by $Z = \{z_{ij}\}$, where $z_{ij}$ represents the effect of $S_i$ on $S_j$. $z_{ij} = Pr(s_{t+1} = S_j | s_t = S_i)$, where $S_i$ and $S_j$ denote the hidden states of two interacting sequences $\Phi_i$ and $\Phi_j$ respectively. Correspondingly, a CHMM modeling three trading sequences can be expressed as $\lambda_{CHMM} = (X, Y, Z, \pi)$.

To evaluate the observation and train CHMM models, we use the forward-backward analysis. However, in a CHMM with 3 chains the joint state trellis is $N^3$ states wide, which leads to a computational complexity $O(TN^5)$ for computing forward and backward variables. To reduce the computational complexity, we use the approximate inference algorithms - $N$-heads dynamic programming [3], which relaxes the assumption that every transition must be visited, and thereby achieves $O(T(3N)^2)$.

3. CHMM MODELS AND ALGORITHMS

This section first introduces the details of CHMM model structure, hidden states and observation sequences. An adaptive CHMM (ACHMM) is introduced to capture sequence changes. Finally, algorithms for implementing the CHMM and ACHMM are discussed.

3.1 CHMM Model Structure

The CHMM model structure is shown in Figure 2, and consists of three chains of HMM modeling buy-orders $\Phi_B$, sell-orders $\Phi_S$ and trades $\Phi_T$ respectively, which are fully coupled with each other via interactions. The circles denote the hidden states of the three trading sequences, for instance, $s_{buy}^{t-1}$ denotes the hidden state for buy sequence at time $t - 1$; the squares stand for the observation sequences of an HMM chain, for example, $IA_{t-1}^{sell}$ indicates the observation of the sell sequence. The definition of hidden states and the construction of observation sequences are presented in Sections 3.2 and 3.3.

3.2 Hidden States

Based on domain knowledge, we define the hidden states in the CHMM in terms of an investor’s belief, desire and intension (BDI), which are embodied through trading actions and their corresponding behavior characteristics.

- For the buy process, its hidden state $S_{buy}$ is defined on the buy side, in which Positive Buy, Neutral Buy and Negative Buy are categorized in terms of profit potential at the buy end according to domain knowledge.

$$S_{buy} = \{Positive\ Buy, Neutral\ Buy, Negative\ Buy\}$$

- For the sell process, its hidden state $S_{sell}$ denotes the investors’ BDI on the sell side, which are embodied in terms of Positive Sell, Neutral Sell or Negative Sell.

$$S_{sell} = \{Positive\ Sell, Neutral\ Sell, Negative\ Sell\}$$

- For the trade process, its hidden states $S_{trade}$ stands for the trends of the market, labelled by Market Up or
Market Down.

\[ S^{\text{trade}} = \{ \text{Market Up}, \text{Market Down} \} \]

The above hidden states reflect investors’ BDI in manipulating a stock, which may shift from one to another, captured by the CHMM with particular probabilities.

### 3.3 Observation Sequences

The construction of observation sequences in the CHMM is based on two concepts: activity (A) and interval activity (IA) as follows, which involve human intention information embodied through sequence item property sets \( P_a \) for the Buy sequence \( \Phi_B \), \( P_s \) for the Sell sequence \( \Phi_S \), and \( P_f \) for the Trade sequence \( \Phi_T \), respectively. The item property \( P \) is actually embodied through factors such as trading prices, volumes, and times in stock markets.

**Definition 1.** Activity (A) represents a subject’s individual behavior. In capital markets, A is a trading behavior, which consists of an atomic trading action \( a = \{ \text{buy} \mid \text{sell} \mid \text{trade} \} \) taken by an investor, associated with the investor’s BDI information embodied through the sequence item properties \( p \) and \( v \) at time \( t \). The three variables \( a, p \), and \( v \) reflect the cause and effect of an investor’s trading behavior in a market. \( A = \{ a_1, a_2, \ldots \} \), where \( a_i = (a(t), p(t), v(t)) \).

\[ a(t) = \{ \text{buy} \mid \text{sell} \mid \text{trade} \} \]

Activity \( a(t) \) at time \( t \), its associated BDI variables \( p(t) \) and \( v(t) \) are as follows: \( p(t) = (\text{buy price} \mid \text{sell price}) \) and \( v(t) = \{ \text{buy volume} \mid \text{sell volume} \} \), which represents one of the three trading actions in capital markets: buy-order, sell-order or trade at time \( t \). Its associated BDI variables \( p \) and \( v \) are defined as follows: \( p(t) = (\text{buy price} \mid \text{sell price}) \) and \( v(t) = \{ \text{buy volume} \mid \text{sell volume} \} \). The trade price is the price of the corresponding trading action \( a(t) \) at \( t \). Similarly, \( v(t) = \{ \text{buy volume} \mid \text{sell volume} \} \) is the trade volume of \( a(t) \) at \( t \).

**Definition 2.** Interval Activity (IA) represents a collective behavior embodied through the collective properties of a behavior sequence. \( IA = (A, \bar{p}, \bar{v}, f) \), \( A = \{ A_1, A_2, \ldots, A_n \} \), \( A_i(a) = A_i(a) \) consists of a set of trading actions taking place in window \( I \) with size \( \text{win}\text{size} \). The variables \( \bar{p}, \bar{v} \) and \( f \) represent the accumulative activities and their average prices and volumes of an investor or a group of investors:

\[
\bar{p} = \frac{\sum_{i=1}^{n} p_i}{f} \tag{8}
\]

\[
f = |A| = n \tag{10}
\]

\( n \) is the number of activities in the window \( I \).

To map \( I \) to the observation symbols of CHMM, we quantize \( \bar{p}, \bar{v} \) and \( f \) based on the k-means clustering algorithm, and generate the observation variable \( IA(p', v', f') \).

\[
IA(A, \bar{p}, \bar{v}, f) \xrightarrow{\text{quantization}} IA'(p', v', f') \tag{11}
\]

### 3.4 Adaptive CHMM for Detecting Sequence Changes

As the trading activities in stock markets change frequently due to the dynamics in investor sentiment and the external market environment, it is important to make the CHMM adaptive to significant changes of trading sequences. For this purpose, we improve the CHMM by adding an automatically adaptive mechanism to form an Adaptive CHMM (ACHMM). The idea is as follows. During the course of detecting abnormal trading behaviors, the CHMM model is updated if a significant change in the outputs of CHMM is detected by the Output Analyzer. The automatic and adaptive detection and adjustment in ACHMM rely on the problem-solving of two issues: how to detect the significant change, and how to update the model instantly.

To solve the first problem, we use \( t \)-test to check if there is a significant difference between the current outputs and its benchmark. The current benchmark consists of the outputs generated right after the last update of the CHMM model. A significant difference indicates the CHMM cannot capture the corresponding changes in trading activities properly, and needs to be updated. As shown in Figure 3, dataset \( DS_1 \) is drawn from the trading window \( 1 \) \([t_1, t_2]\). The outputs generated by model 1 on \( DS_1 \) is taken as the benchmark for detecting the abnormal sequences in window \( 2 \) \([t_3, t_4]\) with the same size as window \( 1 \). If there is a significant difference in the \( t \)-test result between the outputs generated on \( DS_2 \) and the benchmark, then model 1 should be updated and the outputs generated by model 2 updated on \( DS_2 \) are treated as the benchmark window \( 3 \). The model update is based on a sliding strategy. We first use the parameters of model 1 on window 1 as the initial settings to train model 2 on window 2 only, and then update model 1 based on the parameters gained for model 2. In other words, we retrain the model on the most recent dataset rather than the whole...
training dataset. This strategy enables us to avoid the great expense of model retraining. The retraining of the CHMM parameters $x$, $y$, $z$ and $\pi$ is based on the following formulas to update the model:

$$x_{ij}^{\text{update}} = (1-w)x_{ij}^{\text{old}} + w * x_{ij}^{\text{new}} \quad (15)$$
$$y_{ij}^{\text{update}} = (1-w)y_{ij}^{\text{old}} + w * y_{ij}^{\text{new}} \quad (16)$$
$$z_{ij}^{\text{update}} = (1-w)z_{ij}^{\text{old}} + w * z_{ij}^{\text{new}} \quad (17)$$
$$\pi_{ij}^{\text{update}} = (1-w)\pi_{ij}^{\text{old}} + w * \pi_{ij}^{\text{new}} \quad (18)$$

where $w$ is a weight that reflects the bias towards the most current dataset, $x_{ij}^{\text{old}}, y_{ij}^{\text{old}}, z_{ij}^{\text{old}}$ and $\pi_{ij}^{\text{old}}$ are the parameters of the previous model, $x_{ij}^{\text{new}}, y_{ij}^{\text{new}}, z_{ij}^{\text{new}}$ and $\pi_{ij}^{\text{new}}$ are parameters of the new model.

### The Algorithms

#### 3.5 The Algorithms

The key algorithms for ACHMM based abnormal trading behavior analysis consist of two aspects: (a) extracting and splitting trading sequences from the trading transactional data to construct the observation sequences for the CHMM, and (b) detecting abnormal trading activity sequences by feeding the three trading sequences into the CHMM model.

In stock markets, orders are placed by investors after the market opens and expire after the market closes if they are not traded. Trades are based on the orders placed on the same day only. This market mechanism indicates that all orders and trades for a stock on the same day are closely related. We segment a trading day into multiple windows. Within each trading window, its trading transactions are first grouped into buy, sell and trade *interval activities* and then put together to generate buy, sell and trade sequences respectively. Algorithm 1 extracts trading activity sequences, which form the observation sequences of the CHMM.

#### Algorithm 1 Constructing observation sequences

**Step 1:** Segment the whole trading day into $L$ intervals by a time window with the length winsize.

**Step 2:** Calculate $IA_i^\text{buy}$, $IA_i^\text{sell}$ and $IA_i^\text{trade}$, respectively.

**Step 3:** Obtain $IA_i^{\text{buy}}, IA_i^{\text{sell}}$ and $IA_i^{\text{trade}}$ by quantizing $IA_i^\text{buy}$, $IA_i^\text{sell}$ and $IA_i^\text{trade}$.

**Step 4:** Obtain the trading activity sequence $IA_i^\text{buy}$ for buy-order by putting all $IA_i^{\text{buy}}$ in a trading day together. Obtain $IA_i^{\text{sell}}$ and $IA_i^{\text{trade}}$ in the same way. We obtain $IA_i^\text{type} = IA_i^{\text{buy}}, IA_i^{\text{sell}}, IA_i^{\text{trade}}$ where $type \in \{\text{buy, sell, trade}\}$. $IA_i^{\text{buy}}, IA_i^{\text{sell}}$ and $IA_i^{\text{trade}}$ are the observation sequences of CHMM in the day.

**Step 5:** Repeat Step 1-4 for each trading day

With the ACHMM trained, an algorithm is developed to detect abnormal trading behaviors. Its purpose is to calculate the distance from a sequence to the centroid of a model. If the distance is larger than a user-specified threshold $\psi_0$, then the sequence is considered to be abnormal. The procedure of constructing an abnormal trading activity sequence is shown in Algorithm 2.

#### Algorithm 2 Detecting abnormal trading sequences

1. **Step 1:** Construct trading sequences including training sequences $Seq_1, Seq_2, \ldots, Seq_K$ and test sequences $Seq_{i1}, Seq_{i2}, \ldots, Seq_{iK}$.
2. **Step 2:** Train the ACHMM model on the training sequences.
3. **Step 3:** Compute the mean ($\mu$) and standard deviation ($\sigma$) of probability of training sequences according to the following formulas:

$$\mu = \frac{\sum_{i=1}^{K} Pr(Seq_i|ACHMM)}{K} \quad (20)$$

$$\sigma = \sqrt{\frac{1}{K} \sum_{i=1}^{K} Pr(Seq_i|ACHMM)} - \mu \quad (21)$$

where $K$ is the total number of training sequences, mean $\mu$ represents the centroid of model ACHMM, and the standard deviation $\sigma$ represents the radius of model ACHMM.

4. **Step 4:** For each test sequence $Seq_i$, calculate its distance $D_i$ to the centroid of model by

$$D_i = \frac{\mu - Pr(Seq_i|M)}{\sigma} \quad (22)$$

Consequently, $Seq_i$ is an exceptional pattern, if it satisfies:

$$D_i > \psi_0 \quad (23)$$

where $\psi_0$ is a given threshold.

### 4. EXPERIMENTS AND DISCUSSIONS

This section discusses the experimental data and benchmark models, followed by performance evaluation.

#### 4.1 Experimental Data

The trading transactions for the experiments are from a stock market and cover 388 trading days from June 2004 to December 2005. We use the data from June 2004 to December 2004 as training data, and the remaining data as test data. In the experimental data, there are some trading days associated with alerts generated by the surveillance system used in the stock exchange. These alerts are not absolutely true positive but they can be used as a reference to evaluate our models, to see whether our model can identify anomalies which have been alarmed by other indicators used in the surveillance system. We remove the data with alerts from the training data to enable our model to be trained on ‘normal’ data alone, and leave the data with alerts to the test data, in which the alerts are used for evaluating the model detection performance (we understand some alerts may be false positive, but the alerts provide a rough benchmark for us to evaluate our models against the detection performance of market surveillance rules, especially when it is very costly to obtain labeled data).
4.2 Benchmark Models

In order to evaluate the performance of the CHMM and ACHMM, we build another four HMM models as the experimental benchmarks, namely HMM-B, HMM-S, HMM-T and IHMM. They are explained as follows.

- **HMM-B**: an HMM on buy sequence including buys from all investors, without adaptive mechanism.
- **HMM-S**: an HMM on sell sequence including sells from all investors, without adaptive mechanism.
- **HMM-T**: an HMM on trade sequence including all trades, without adaptive mechanism.
- **IHMM**: an integrated HMM combining HMM-B, HMM-S and HMM-T. The probability of IHMM is the sum of the probability values of the three models. It does not consider the coupled relationships amongst the three processes and also has no adaptive mechanism.
- **CHMM**: a CHMM model on trade, buy-order and sell-order sequences. It considers the coupled relationships, but has no adaptive mechanism.
- **ACHMM**: a CHMM model on trade, buy-order and sell-order sequences considering the coupled relationships and adaptive mechanism.

As we can see, HMM-B, HMM-S or HMM-T only capture one sequence, while IHMM somehow represents a traditional way of modeling multiple sequences through a simple combination. CHMM represents a new mechanism for modeling multiple sequences with coupling relationships; ACHMM is an adaptive model which can cater for changes in multiple sequences. The comparison between HMM-B, HMM-S, HMM-T/IHMM and CHMM/ACHMM indicates not only the importance of the new approach to modeling coupled sequences, but also the limitation of either modeling a single sequence or merging multiple sequences into one sequence in a coupled sequence.

4.3 Technical Performance

The technical performance evaluation of a model is based on accuracy, precision, recall, and specificity.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \tag{24}
\]
\[
\text{Precision} = \frac{TP}{TP + FP} \tag{25}
\]
\[
\text{Recall} = \frac{TP}{TP + FN} \tag{26}
\]
\[
\text{Specificity} = \frac{TN}{FP + TN} \tag{27}
\]

where \(TP\) is true positive, \(TN\) is true negative, \(FP\) is false positive and \(FN\) is false negative. \(TP\), \(TN\), \(FP\) and \(FN\) are counted in terms of the abnormal cases identified in the data and verified by domain experts. These metrics measure the detection quality of a model.

We test the six models on the experimental data by setting various window sizes (\(\text{winsize}\)). Figures 4, 5, 6 and 7 show their technical performance, where the horizontal axis (\(P-\text{Num}\)) stands for the number of detected abnormal activity sequences, and the vertical axis represents the values of technical measures. CHMM and ACHMM outperform the other four benchmark models with any window sizes (\(\text{winsize}\)), while ACHMM performs the best.
HMMs trained on ‘normal’ data can contribute to a lower false negative (FN, i.e. false ‘normal’). Therefore, CHMM and ACHMM can detect abnormal trading sequences better than any HMM modeling a single sequence only.

4.4 Computational Performance

Finally, we evaluate the computational performance of IHMM, CHMM and ACHMM. As HMM-B, HMM-S and HMM-T only model one trading activity sequence, they are excluded from the computational performance evaluation. As shown in Table 3, CHMM and ACHMM cannot outperform IHMM, which is understandable. CHMM and ACHMM need much more time in general to calculate the coupling matrix and to adjust models.

<table>
<thead>
<tr>
<th>Table 3: Computational performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>winsize</td>
</tr>
<tr>
<td>10 (min)</td>
</tr>
<tr>
<td>Training time (s)</td>
</tr>
<tr>
<td>Test time (s)</td>
</tr>
<tr>
<td>20 (min)</td>
</tr>
<tr>
<td>Test time (s)</td>
</tr>
<tr>
<td>30 (min)</td>
</tr>
<tr>
<td>Test time (s)</td>
</tr>
<tr>
<td>60 (min)</td>
</tr>
</tbody>
</table>

5. CONCLUSION

The financial crisis has warned market regulators of the critical need to develop effective detection techniques for identifying hidden group based manipulative trading behaviors in capital markets. Although sequence analysis can play an important role in this regard, typical existing work mainly focuses on analyzing single sequences or combining sequences into one single sequence. This inevitably ignores coupling relationships in which multiple sequences are coupled with each other for various reasons and properties such as trade prices are associated with sequence items. Furthermore, such coupled sequences often involve changes that can significantly challenge the performance of a trained model.

This raises a challenging and critical research issue, namely, analyzing dynamic and coupled behaviors in hidden groups.

This paper has presented an effective coupled Hidden Markov Model and an adaptive CHMM model trained on multiple ‘normal’ coupled sequences for detecting abnormal group based manipulative trading behaviors: (a) from multiple sequences interacting with each other, (b) involving the sequence item properties, and (c) adapting to the significant change of such sequences. A system GMBAS has been developed and intensively tested on real-life orderbook-level data. The results have shown that the CHMM can outperform a single HMM only modeling any single trading sequence such as trade activities, and can beat an HMM combining multiple single-sequence-based HMMs, ignoring interactions among them, in terms of both technical performance and business impact. The ACHMM built on top of the CHMM with the adaptive mechanism can adapt to changes in coupled sequences, and beat the CHMM in both technical and business performance aspects. Most importantly, our models can identify anomalies that cannot be detected by current market surveillance systems and sequence analysis methods.

In fact, the findings are helpful for dealing with coupled behavior analysis with multiple sequences and item properties, hidden group analysis, and behavior dynamics in other similar areas such as social networks and crime networks. We are currently investigating the detection of hidden groups and the possibility of updating existing sequence analysis methods for analyzing multiple coupled sequences, and improving the computational performance of CHMM and ACHMM.
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