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Abstract. Recently, a new data mining methodology, Domain Driven Data 
Mining (D3M), has been developed. On top of data-centered pattern mining, 
D3M generally targets the actionable knowledge discovery under domain-
specific circumstances. It strongly appreciates the involvement of domain intel-
ligence in the whole process of data mining, and consequently leads to the  
deliverables that can satisfy business user needs and decision-making. Follow-
ing the methodology of D3M, this paper investigates local exceptional patterns 
in real-life microstructure stock data for detecting stock price manipulations. 
Different from existing pattern analysis mainly on interday data, we deal with 
tick-by-tick data. Our approach proposes new mechanisms for constructing mi-
crostructure order sequences by involving domain factors and business logics, 
and for measuring the interestingness of patterns from business concern pers-
pective. Real-life data experiments on an exchange data demonstrate that the 
outcomes generated by following D3M can satisfy business expectations and 
support business users to take actions for market surveillance. 

1   Introduction 

The traditional data mining is a data-driven trail-and-error process in which data is 
used to create and verify research innovations. Typically, it aims to build standard 
models to summarise training and test data well. However, the general patterns 
emerged from standard models is unactionable to business needs, and cannot support 
business users to take decision-making actions in the business world. This may be due 
to many reasons. One of key reasons is that the domain knowledge is underempha-
sised by the traditional data mining. For instance, in the area of stock market surveil-
lance [1], the pattern that if there is a sharp price change then an alert is generated to 
indicate the occurrence of price manipulation often leads to too many false positive 
alerts. The reason for that is the pattern does not take the real-life factors into consid-
eration and embed the business logics in stock markets. The simple ignorance of  
domain factors and pure data-centered pattern mining result in a big gap between 
academic deliverables and business expectations. 

To deal with the above issues, Domain Driven Data Mining (D3M) [2, 3, 4, 5] was 
recently proposed targeting actionable knowledge discovery for real user needs under 
domain-specific circumstances. It aims to narrow down the gap between academic 
deliverables and business expectations through catering for key issues surrounding 
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real-world actionable knowledge discovery. (1) D3M makes full use of both real-life 
data intelligence and domain intelligence, for instance, all real-life constraints [6] 
including domain constraints, data constraints and deliverable constraints during the 
whole mining process. (2) The resulting outcomes are evaluated by not only technical 
but also business interestingness metrics toward knowledge actionability [5]. D3M has 
attracted more and more attention including workshops with KDD and ICDM.   

In stock markets, the detection of intraday price manipulation is of great impor-
tance to market integrity. However, it is very challenging to effectively detect price 
manipulation in real markets. Based on D3M, this paper carries out a study on mining 
actionable local exceptional patterns indicating price manipulation on intraday trading 
data for market surveillance. We fully employ domain knowledge through the mining 
process. We first define a five-dimension vector to represent trading orders based on 
domain knowledge. The order vector is designed specifically for the stock market 
domain and captures the characteristics of stock market properly. Furthermore, we 
develop two interestingness measures for pattern mining which also reflect the busi-
ness concerns. We deploy our approach in mining real-life orderbook data, and evalu-
ate the mined patterns in terms of business concerns, which shows the findings are 
deliverable to business users for market surveillance. 

The remainder of this paper is organised as follows. Section 2 introduces the re-
lated work on the actionable knowledge discovery. In Section 3, the domain problem 
is carefully studied with the involvement of domain intelligence. Base on the analysis 
in Section 3, Section 4 proposes an approach to construct the domain-driven multidi-
mensional sequences. To discover local exceptional patterns, two interestingness 
measures and an algorithm are designed for identifying such local exceptional pat-
terns in Section 5. Experiments and performance evaluation are demonstrated in Sec-
tion 6. We conclude this paper and present our future work in Section 7.  

2   Related Work on Actionable Knowledge Discovery 

Recently the actionable capability of discovered knowledge has been payed more and 
more attention [7, 8, 9], a typical work is on D3M. D3M aims to narrow down the gap 
between academia and business, and a paradigm shift from data-centered hidden pattern 
mining to domain-driven actionable knowledge discovery to support decision making 
[4]. In D3M, both data and domain knowledge make contributions to the outputs. 

The concept of actionability was initially studied from the interestingness perspec-
tive [10, 11, 12, 13, 14] to filter out the redundant and ‘explicit’ patterns through the 
mining process or at the stage of post-processing [15]. A pattern is actionable if a user 
can get benefits from taking actions on it (e.g., profit [16, 17]). Particularly, subjective 
measures such as unexpectedness [13, 14], actionability [2, 9, 14, 15] and novelty [18] 
were studied to evaluate the actionable capability of a pattern. However these research 
efforts mainly focus on the development of general business interestingness measures. 
Due to the absence of domain-specific knowledge, the general business interesting-
ness measures are often inefficient when they are applied to various domains. Thus, in 
order to enhance the actionable capability of discovered knowledge, a reasonable 
assumption is that the domain-specific intelligence should be involved in the whole 
mining process and the business interestingness measures should also be studied in 
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terms of specific domain problems. In this paper, we demonstrate the development of 
domain-specific interestingness to measure actionability. 

3   Domain Problem Definition 

In the stock market, one of typical illegal trading behaviour is price manipulation. 
Price manipulation is defined as the trading behaviour attempting to raise or lower the 
price of a security for the purpose of exceptionally high profit. Price manipulation can 
damage the market integrity and ruin the market reputation. Consequently, any market 
regulators in the world are keen on developing effective detection, combating and 
prevention tools for price manipulation. 

3.1   Current Methods 

To detect price manipulation, current methods mainly focus on the sharp price 
changes and/or large trade volumes. When a sharp price change or a large trade vol-
ume occurs in the market, an alert is triggered and then a further investigation may be 
carried out. However, these methods are far from working well. As the stock market 
is a complex system, there are too many factors which can affect the stock price and 
trade volume. For example, the disclosure of a really bad news for a certain company 
is likely to make the stock price of that company go down dramatically. On the other 
hand, the experienced manipulators may manipulate the stock price without sharp 
price changes and large trade volumes. For example, manipulators can split a big 
order into several small ones to trade, or place a large-scale order on the orderbook 
that cannot be traded but still has great impact on the market. Obviously, the current 
methods are incompetent for dealing with these cases. The key reason is that current 
methods normally deal with price or volume only, while price manipulation is a dy-
namic emergence of trading behaviour that needs to be catered from microstructure 
perspective.  

3.2   Scenario Analysis into Approach Design 

Our approach is based on the following foundation: (1) analysing trading behaviour 
from microstructure perspective, (2) involving domain knowledge and market factors, 
and (3) implementing data mining process by following the principle of D3M. 

In the stock market, an order is an instruction made by a trader to purchase or sell a 
security under certain condition. Traders enter their orders into the market and trade 
with others for making money. Both the attributes of orders and the way of entering 
orders are consistent with traders’ intention. For instance, a trader who is urgent to 
sell and does not care about the return much will enter a sell order with a lower price 
which is easy to trade. However, a trader who does care much about the return and 
does not want to sell in haste will enter a sell order with a higher price. In fact, as well 
known by domain experts, manipulators also use orders to achieve their purposes. 
They manipulate the market by placing a series of particular buy or sell orders into the 
market. These tricky orders create an artificial, false, or misleading market appearance 
that misguide public traders but affiliate the manipulators for opportunities to make 
extra profit.  
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The above scenario analysis shows that two items of important domain knowledge. 
First, there is a strong connection between a trader’s intentions and his/her trading 
activities reflected through entering orders. Second, it is reasonable to investigate 
order sequences for scrutinizing price manipulations. These indicate that the trading 
patterns of those genuine traders are different from fraudulent manipulators’. This can 
be through analysing order sequences to identify the difference. Once the exceptional 
patterns of entering orders are detected, it is reasonable to believe that there are likely 
suspicious trading behaviours taking place. 

Inspired by the above scenarios analysis, this paper proposes an approach to dis-
cover the local exceptional patterns of order sequences for detecting price manipula-
tion. Our approach has the following key steps: (1) constructing order sequences 
based on domain knowledge and scenario analysis, (2) defining interestingness  
specific for mining trading patterns catering for the domain issues. The market micro-
structure patterns [19] discovered by our approach can really power market surveil-
lance system. We interpret them in detail in the following sections. 

4   Domain-Driven Multidimensional Sequence Construction 

4.1   Vector-Based Order Sequence Representation  

Before mining patterns, it is necessary to represent and construct order sequences in 
the way reflecting market mechanism and trader’s intention properly. In the stock 
market, orders have many attributes. Some attributes have categorical values like 
trade direction, and other attributes have continuous values such as price and volume. 
Though the values of these attributes vary from order to order, they are set according 
to the traders’ own intentions. In addition, orders have their lifecycle, and may present 
in certain state at a single time point:  

{enter, trade partly, trade entirely, delete, and outstanding}. 

Two orders with the same values of attribute when they are entered into the market, 
however, may pass through different stages later on under different circumstances. 
That means the order’s lifecycle also has a connection to the trader’s purpose. From 
the above analysis, we can learn that both the information of order’s attributes and the 
information of orders’ lifecycle are related to the trader’s intention directly or indi-
rectly. Therefore, a reliable representation of market order should meet the require-
ment that it covers all the information of order’s attributes and order’s lifecycle.  

In our approach, a five-dimension vector O(d, p, v, t, b) is defined to represent the 
order. Among the five dimensions, dimension d ,  reflects the trade direction of 
order, dimension p , , stands for the probability that the order can be traded, 
dimension v , ,  measures the size of order, dimension t , ,  represents 
how many trades the order leads to and dimension b , ,  reflects the balance 
of order when the market closes. 

From the above definition and formulas, it can be learned that our five-dimensional 
vector contains the information not only of the order’s attributes but also of the life-
cycle which the order has passed through. The dimension d, p and v contain the  
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information of order’s attributions while the dimension t and b contain the informa-
tion of order’s lifecycle. Consequently, it satisfies the requirement of reliable repre-
sentation of order.  

4.2   Constructing Multidimensional Sequences 

To construct order sequences, there is a need to decide the time range of sequence 
first. In the stock market, orders last for not more than one day. Traders can enter their 
orders after the market opens and the orders which have not been traded expire at the 
market closing time. This means that orders have only one-day impact on the market. 
According to this domain-specific characteristic, we construct the order sequences 
with time range of one day. The second issue is how to divide orders into sequences. 
There are so many orders placed by traders in a trading day. It is unreasonable to put 
all the orders into a sequence. Recall that traders use a series of orders to implement 
their own intentions. Consequently, it is rational to assign all the orders placed by the 
same trader to a sequence. 

A multidimensional sequence (for short sequence) Ω is defined as the sequence of 
orders placed by a same trader within a trading day, 

Ω = {O1(d1, p1, v1, t1, b1), O2(d2, p2, v2, t2, b2), …, Oi(di, pi, vi, ti, bi), …} (1) 

in which Oi is the five-dimensional vector defined in Section 4.1. 

5   Mining Local Exceptional Patterns 

5.1   Targeted Data and Benchmark Data 

In the area of market surveillance, the exceptional patterns are more interesting. How-
ever, there are two kinds of exceptional patterns: global exceptional patterns and 
local exceptional patterns. The global exceptional patterns are the patterns which are 
exceptional for the whole data, while the local exceptional patterns are the patterns 
which are exceptional only for the local data. As the stock market is a dynamic sys-
tem changing very fast, a pattern is exceptional for this period but may be normal for 
another period. Besides, a pattern is exceptional for a long period but may be normal 
for a short period. Consequently, the global exceptional patterns do not mean much in 
our case. We are interested in identifying the local exceptional patterns.  

The definitions of targeted data and benchmark data are based on a sliding time 
window. As shown in the Fig. 1, there is a sliding time window with size of m + 1 
days. Among these m + 1 days falling into the sliding time window, the first m days 
are called benchmark day 1, 2, …, m respectively, and the last day is called targeted 
day. Furthermore, the data drawn from the benchmark day i is called benchmark data 
i while the data drawn from the targeted day is called targeted data. With the move-
ment of the sliding time window from left-hand side to right-hand side, any day can 
be the targeted day and has its corresponding benchmark days. Because the bench-
mark days are the close neighbours of the targeted day, there are correlations between 
the targeted day and its benchmark days. Intuitively, the closer the benchmark day is, 
the bigger the degree of correlation is.  Therefore, each benchmark day is assigned a 
weight by the following formula: 
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1  (2) 

Where 0 reflects the volatility of market. 

 

Fig. 1. Targeted data and benchmark data 

5.2   Algorithms for Mining Local Exceptional Patterns 

Definition 1. Intentional Interestingness (II): II quantifies the intentional interesting-
ness of pattern as defined in the following formula:  | |

 (3) 

where 

• Supt is the support of sequence Ω in the targeted data, 
• | Ω | is the length of sequence Ω, 
• AvgLt is the weighted average length of sequences in the targeted data, 

II is positively related to the support in the targeted data and the length of pattern. The 
idea behind this measure is very straightforward. As it is said before, traders tend to 
use a series of orders to implement their intentions. Therefore the order sequence with 
a higher support and a longer length is placed more intentionally in the targeted day. 

Definition 2. Exceptional Interestingness (EI): EI quantifies the exceptional interest-
ingness of pattern as defined in the following formula:  

 ∑∑  (4) 

• where 
• SupBi is the support of sequence Ω in the benchmark data i, 
• AvgLBi is the weighted average length of sequences in the benchmark data i, 
• Wi is the weight for the benchmark data i, and  
• m is the number of  benchmark days. 
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EI is negatively related to the supports in the benchmark data. The lower support 
the pattern has in the benchmark data, the more exceptional the pattern is. It reflects 
how exceptional the pattern is in the targeted day compared with in the benchmark 
days. 

Consequently, a sequence is a local exceptional pattern, if it satisfies the condi-
tions: (1) II ≥ MinII, and (2) EI ≥ MinEI, where MinII and MinEI are the thresholds 
given by users or domain experts. 

To discover the local exceptional patterns, we design an algorithm, namely Mining 
Local Exceptional Patterns, as shown in the Fig. 2.  

____________________________________________________________________________________ 
ALGORITHM: Mining Local Exceptional Patterns 
INPUT: trading dataset TD, order dataset OD, m, γ, MinII, MinEP 
OUTPUT: local exceptional patterns LEP 
 
LEP =Ø; /*local exceptional patterns*/ 
BS = Ø; /*benchmark sequences*/ 
FOR each trading day i from trading day 1 to trading day m 
 S = GenSeq(TDi, ODi); /*generate sequences*/ 
 BS = BS + S; /*add the sequences to benchmark sequences*/ 
ENDFOR 
FOR each trading day i from trading day m + 1 to the last trading day 
 S = GenSeq(TDi, ODi); /*generate sequences from targeted data*/ 
 P = MinePatterns(S) /*mine patterns from the sequences*/ 
 FOR each pattern Pj in P 

IIj = GetII(Pj); /* quantify the intentional interestingness*/ 
  EIj = GetEI(Pj, BS, γ); /*quantify the exceptional interestingness*/ 

/*add the pattern into LEP, if it meets the conditions*/ 
IF IIj ≥ MinII and EIj ≥ MinEI  

LEP = LEP + Pj;  
  ENDIF 
 ENDFOR 

Replace the sequences generated from trading day i – m in BS with S; 
ENDFOR 
OUTPUT local exceptional patterns LEP; 

_____________________________________________________________________________________ 

Fig. 2. Algorithm Mining Local Exceptional Patterns 

6   Experiments  

Our approach has been tested on a real dataset from an Exchange. It covers 240 trad-
ing days from 2005 to 2006 for a security. There were 213,898 orders entered by 
traders during this period. These orders led to 228,186 trades. 

Table 1 shows some samples of local exceptional patterns discovered by our ap-
proach. These patterns reflect the traders’ exceptional intentions in the corresponding 
day. For example, in 24/05/2005, the intentional interestingness and exceptional in-
terestingness for pattern {(S,M,S,O,C), (S,M,S,O,C)} are 0.054 and 11.2 respectively, 
which means that this pattern indicates a strong intention and exception of trading 
activities for that day.  
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Table 1. Local exceptional pattern samples (m = 10,   = 0.01, MinII = 0.025, and MinEI = 5); 
AR stands for the security’s abnormal return compared with market return 

Date Local Exceptional Patterns II EI 
|Return

| 
% 

|AR| 
% 

05/01/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,O)} 0.026 +∞ 1.68 0.77 

14/01/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,O,C)} 0.025 7.6 2.68 1.38 

18/01/2005 {(S,M,S,N,D),(S,M,S,N,D),(S,M,S,N,D),(S,M,S,O,C)} 0.026 10.8 2.25 1.85 

20/01/2005 {(S,M,S,N,D),(S,H,S,O,C)} 0.038 5.4 2.98 1.56 

28/01/2005 {(B,H,S,O,C),(B,M,S,O,C)} 0.030 8.2 2.63 1.97 

01/02/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,D)} 0.030 5.2 0.79 0.93 

13/05/2005 {(S,M,S,N,D),(S,M,S,N,D),(S,M,S,N,O)} 0.026 5.1 0.95 2.24 

24/05/2005 {(S,M,S,O,C),(S,M,S,O,C)} 0.054 11.2 6.82 6.38 

16/06/2005 {(B,M,S,O,C),(S,M,S,N,O)} 0.025 6.1 2.64 2.47 

17/06/2005 {(S,H,S,N,O)} 0.033 19.0 1.88 1.00 

01/07/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,O,C)} 0.028 54.0 2.21 1.28 

13/07/2005 {(B,M,S,N,O)} 0.028 5.6 9.55 9.12 

15/09/2005 {(B,H,S,N,O),(B,H,S,N,O)} 0.035 8.8 1.43 3.49 

05/12/2005 {(S,M,S,O,C),(S,M,S,O,C)} 0.035 8.6 1.85 3.41 

Figs 3 and 4 illustrate the performance of our approach under different thresholds 
of MinII and MinEI. 

 

Fig. 3. Number of local exceptional patterns and number of days with local exceptional patterns 
for different MinII when m = 10,  = 0.01 and MinEI = 5 

 

Fig. 4. Number of local exceptional patterns and number of days with local exceptional patterns 
for different MinEI when m = 10,  = 0.01 and MinII = 0.02 

To evaluate the actionability of our findings in the business world, we calculate the 
absolute return and abnormal return of the security. In the stock market, return refers 
to the gain or loss for a single security over a specific period while abnormal return 
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indicates the difference between the return of a security and the market return. As 
shown in Table 1, the absolute return and abnormal return on 24/05/2005 are as high 
as 6.82%, 6.38% respectively, which are aligned with the values of II and EI for pat-
tern {(S,M,S,O,C), (S,M,S,O,C)}. These results from both technical and business sides 
present business people strong indicators showing that there likely is price manipula-
tion on that day. 

7   Conclusion and Future Work 

Often the outputs of traditional data mining cannot support people to make decision or 
take actions in the business world. There is a big gap between academia and business. 
However, this gap can be filled in by domain-driven data mining (D3M) which gener-
ally targets the actionable knowledge discovery under domain-specific circumstances. 
In D3M, the domain-specific characteristics are considered and domain knowledge is 
also encouraged to involve itself in the whole data mining process. Consequently the 
D3M-based mining results have potential to satisfy the business expectations. 

In this paper, we have investigated local exceptional trading patterns for detecting 
stock price manipulations in real-life orderbook data by utilizing D3M. The main 
contributions of this paper are as follows: (1) studying exceptional trading patterns on 
real-life intraday stock data that is rarely studied in current literature, (2) proposing an 
effective approach to represent and construct trading orders, (3) developing an effec-
tive interestingness and algorithms for mining and evaluating local exceptional pat-
terns, and (4) testing the proposed approach in real-life data by considering market 
scenarios and business expectations. 

In the future, we plan to improve the representation of orders by including more 
domain-specific characteristics. Besides, we also expect to develop more interesting-
ness measures reflecting the business concern. 
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