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Slides and info about non-IID learning

• http://noniid.datasciences.org/
• 2022 guest lecture on Shallow to deep non-IID learning: 

https://www.youtube.com/watch?v=ciBZFj1Jtn8
• KDD2017 tutorial on non-IID learning Youtube videos: 

https://www.youtube.com/watch?v=3RwyGoiYcLg
• IJCAI2019 tutorial Non-IID Learning of Complex Data and Behaviors, 

https://datasciences.org/publication/Non-IID%20Learning-CAO-
Full.pdf

http://noniid.datasciences.org/


Agenda

• IID Learning and issues
• Non-IIDness
• Non-IID similarity/metric learning
• Non-IID representation learning
• Coupling learning: complex interactions and relations
• Heterogeneity learning
• Non-IID learning tasks and applications: 

• Non-IID pattern mining
• Non-IID statistical learning
• Non-IID recommender systems
• Non-IID behavior analytics
• Non-IID vision learning
• Non-IID outlier detection
• Out-of-distribution detection

• Non-IID document analysis
• Non-IID ensemble learning
• Non-IID federated learning
• Domain adaptation



IID Learning and Issues
IID learning dominates classic analytics and learning in AI/KDD/ML/CVPR/Statistics 
research



Mathematically/statistically defined IID/i.i.d.

• Data set D={X, y} is composed of N input & response tuples (Xi, 
yi) that are independently drawn from the same joint 
distribution P(X, y): 
(Xi, yi) ~ P(X, y)

• and a learning algorithm is built to learn
p(y|X) = p(X, y)/p(X) 
where (Xi, yi) are independent of (Xj, yj)



Classic Assumption – IIDness & IID Learning

IIDness: 
Independence + 
Identical Distribution
O1, O2, O3 are IID

IID learning:
Dominates classic  analytics, 
AI/KDD/ML/CVPR/Statistics research & development Solution

Problem

O1, O2, O3 are IID:
An independent O:
d3 = ||O3- O||

Assumption



Learning a Model of y Given X

• Discriminative learning
• Learn a model p(y|X)
• Model: 

• Supervised: e.g., neural networks, decision trees, random forest, etc.
• Unsupervised: e.g., clustering, adversarial learning, autoencoder, contrastive learning

Assuming: 
• Learn the model on each individual sample Xi in the set {Xi}: p(yi|Xi) 
• p(yi|Xi): each target yi is conditionally independent given the independence of 

Xi
• No specific distributional assumption on each sample Xi  (i.e., i.d.)



Learning A Model of y Given X

• Generative learning
• Learn the joint probability p(X, y) of (X, y), i.e., by

• Learning conditional probability p(X|y) with marginal distribution p(y)
• Then learning p(y|X) (e.g., by Bayes’ theorem)

• Models: 
• Unsupervised: e.g., regressors, variational autoencoder
• Pattern mining: e.g., associate rule mining, negative sequence analysis
• Estimation: like linear discriminant analysis, Bayesian networks

Assuming: 
• yi and yj are IID
• Xi and Xj are IID
• Learn p(X|y) from i IID samples: p(X|y) = ∏ip(Xi|yi)
• IID in transforming from p(X|y) to p(y|X)

𝑃𝑃 𝑦𝑦 𝑋𝑋 =
𝑃𝑃 𝑋𝑋 𝑦𝑦 𝑃𝑃(𝑦𝑦)

𝑃𝑃(𝑋𝑋)



Distance measures and functions

• Objects/variables are IID
• Variables are random

- Euclidean distance: d(x1,x2)
- Hamming distance: d(s1,s2)
- Mahalanobis distance

Questions & thinking:
- What if objects or variables 

are dependent?
- What if they follow different 

distributions?



Statistics of Data

• Variance of samples

• Covariance of variables

• Cross entropy 

• KL-divergence/relative entropy

Questions & thinking:
- What if objects xi and xj are 

dependent?
- What if they follow different 

distributions?

Questions & thinking:
- x and y are not with the same 

distribution and have diff 
means

- What if x and y are 
dependent?

Questions & thinking:
- What if distributions p and q 

are dependent?𝐷𝐷𝐾𝐾𝐾𝐾(𝑝𝑝| 𝑞𝑞 = 𝐻𝐻 𝑝𝑝, 𝑞𝑞 − 𝐻𝐻(𝑝𝑝)



Clustering Objective functions:
-K-means 

-Fuzzy C-Means

Note:
- xj Individual objects only!
- Si individually

Questions:
- What if xj1 and xj2 are 

dependent?
- What if clusters are not 

independent 
(overlappted etc.)?

IID K-means



Objective functions:
-K-means 

- Object IIDness: 
- Object independence: Xj does not involve 

interactions with other objects/variables {Xk}
- Cluster IIDness:

- Assume all clusters are independent
- Global to local:

- Learning analytical goal: global task  local cluster
- Global partition  local distribution (mean µi)

What Makes K-means IID?



Classification
Objective functions:
-Decision tree

Questions & thinking:
- T: The data set
- A: An attribute
- a: A value of A
- X: samples
- Y: The label set
- J: The number of classes
- pi: the probability of class I
- pa: the probability of value a 

IID Decision Tree

Questions & thinking:
- What if objects xk and xj are 

dependent?
- What if values a1 and a2 are 

dependent?
- What if classes i1 and i2 have 

different distributions? 



a1 a2

a3

a4

a5

Questions & thinking:
- The label of c is determined by its k 

neighbors, which are IID
- What if objects xi and xj are 

dependent?
- What if neighbors are dependent?
- If all red triangles are coupled with 

each other, the same for the blue 
squares, what would be the label of 
green object?

- What if some of the red ones are 
coupled with some blue ones?

- What if the distributions of triangles 
and squares are different? 

IID kNN



IID K-fold Cross Validation & Sampling, 
Batching
• Randomly sample k-folds

Questions & thinking:
- What if the samples in the data are 

non-IID?
- What if the samples in the training set 

are non-IID?
- What if the samples in training set and 

the test set are non-IID? ie OOD 
problem



Potential Risk of IID Assumption

• Results delivered by IID analytical/learning methods/algorithms on 
non-IID data could be:
- incomplete
- biased, or even
- misleading

• Many ‘benchmarks’ may be unfair and wrong
Questions & thinking:
- Why learning bias exist?
- Beyond fitting issues, what other issues 

may have caused learning bias? 



Non-IIDness
Longbing Cao. Non-IIDness Learning in Behavioral and Social Data, The Computer Journal, 57(9): 1358-1370 (2014).
Cao, Longbing. Coupling Learning of Complex Interactions, IP&M, 51(2): 167-186 (2015)
Longbing Cao, Yuming Ou, Philip S Yu. Coupled Behavior Analysis with Applications, IEEE Trans. on Knowledge and Data Engineering, 
24(8): 1378-1392 (2012)
Can Wang, Longbing Cao, Minchun Wang, Jinjiu Li, Wei Wei, Yuming Ou. Coupled Nominal Similarity in Unsupervised Learning, CIKM 
2011, 973-978.

http://www-staff.it.uts.edu.au/%7Elbcao/publication/compj13.pdf
http://www-staff.it.uts.edu.au/%7Elbcao/publication/JIPM-online.pdf
https://datasciences.org/publication/TKDE-CBA.pdf
https://datasciences.org/publication/cikm11-wang.pdf


Mathematically/statistically defining IID/i.i.d.

• Data set D={X, y} is composed of N input & response tuples (Xi, 
yi) that are independently drawn from the same joint 
distribution P(X, y): 
(Xi, yi) ~ P(X, y)

• A learning algorithm is built to learn
p(y|X) = p(X, y)/p(X) 
where (Xi, yi) are independent of (Xj, yj)

Question:
- Learning p(y|X) in terms of p(yi|Xi) on each sample i
- What if (Xi, yi) and (Xj, yj) are coupled ( ̅𝐼𝐼)?
- What if (Xi, yi) ~ Pi(X, y) and (Xj, yj) ~ Pj(X, y) are heterogeneous (𝐼𝐼𝐼𝐼)?



Mathematically/statistically defining IID/i.i.d.

• Xi is d-dimensional, i.e., d-variate vector/variable 
Xi = (Xi1, Xi2, …, Xid)
What if features Xm and Xn are not independent?

• What if features Xm and Xn are not identically distributed?
p(Xm) and p(Xn) are different   

• What if label classes yi and yj are dependent? 
• What if label classes yi and yj follow different distributions Pi(y) and 

Pj(y)? 



Non-IIDness in Big and Small Data

• Heterogeneity:
• Data types, attributes, sources, aspects, … 
• Formats, structures, distributions, relations, …
• Learning objectives, learning results/targets

• Coupling and interaction:
• Within and between values, attributes, objects, sources, aspects, … 
• Structures, distributions, relations, …
• Methods, models, …
• Results, targets, impact, …

non-identically distributed.

Non-independent.

Non-
IIDness

L. Cao. Non-IIDness Learning in Behavioral and Social Data, The Computer Journal, 57(9): 1358-1370 (2014).
L. Cao. Coupling Learning of Complex Interactions, IP&M, 51(2): 167-186 (2015)

http://www-staff.it.uts.edu.au/%7Elbcao/publication/compj13.pdf
http://www-staff.it.uts.edu.au/%7Elbcao/publication/JIPM-online.pdf


Couplings/Interactions vs. Common Relations

• Couplings and interactions: numerical, categorical, textual, mixed-
structure, syntactic, semantic, organizational, social, cultural, 
economic, uncertain, unknown/latent relation etc.

• Coupling and interaction go beyond existing relations including 
Dependence, Correlation, Association and Causality

• Mathematically, Association, Causality, Correlation, and Dependence 
are specific, descriptive, explicit, etc.

• Couplings: explicit + implicit, qualitative + quantitative, descriptive + 
deep, specific + comprehensive, local + global, etc.

Can Wang, Fosca Giannotti, Longbing Cao. Learning Complex Couplings and Interactions. IEEE Intell. Syst. 36(1): 3-5, 2021.
L. Cao. Beyond i.i.d.: Non-IID Thinking, Informatics, and Learning, IEEE Intelligent Systems, 37:4, 3-15, 2022

https://datasciences.org/publication/IS-cl21.pdf


Intra-relationships within Behavior

• Instance Of
Connecting instances (in 
Rectangle) to their 
corresponding classes

• Subclass Of  
Linking a subclass (in 
Oval) to its parent class

• Object Property
Denoting the 
relationships between 
instances, between an 
object and its properties 
(in Rounded Rectangle), 
or between properties. 

Example: Behavior Couplings

Can Wang, Longbing Cao, Chi-Hung Chi. Formalization and Verification of Group Behavior
Interactions. IEEE T. Systems, Man, and Cybernetics: Systems 45(8): 1109-1124 (2015)

https://datasciences.org/publication/TSMC-CW.pdf


Behavioral Couplings
Perspectives

Temporal Party-based

l
Inferential

Serial Coupling
Parallel coupling

Synchronous relationship
Asynchronous coupling

Interleaving
Shared-variable
Channel system

Causal Coupling
Conjunction Coupling
Disjunction Coupling
Exclusive Coupling

One-Party-
Multiple-Operation
Multiple-Party-
One-Operation
Multiple-Party-
Multiple-Operation

Example: Couplings in Behaviors

Can Wang, Longbing Cao, Chi-Hung Chi. Formalization and Verification of Group Behavior
Interactions. IEEE T. Systems, Man, and Cybernetics: Systems 45(8): 1109-1124 (2015)

Ex:
- Robotic games
- Customer interactions
- Transport
- Cyberattack 

https://datasciences.org/publication/TSMC-CW.pdf


Beyond IID: Non-IID Learning

O1, O2, O3 share different distributions
d3 = ||O3- O||

= || O3(r13,r23) – O(d1,d2) ||

Problem

Solution



Non-IID 
representati

on

No-IID …

Non-IID 
outlier 

detection

Non-IID 
behavior 
analytics

Non-IID 
recommend

er system

Non-IID 
signal 

processing

Non-IID 
clustering

Non-IID 
feature 

engineering

Non-IIDnessNon-IID  
classification

Non-IID 
image 

processing

Non-IID 
statistical 
learning

Non-IID  
vision 

learning

Non-IID 
network 
analysis

IID to Non-IID Learning Systems

Non-IID rule 
learning

IID learning

IIDness
Non-IID 

ensembles

IID Systems

Non-IID Systems

Non-IID 
federated 
learning

Out-of-
distribution 

learning



Landscape on non-IID Learning



Beyond IID in Information Theory



Non-IID Similarity/Metric Learning
Chengzhang Zhu, Longbing Cao and Jianpin Yin. Unsupervised Heterogeneous Coupling Learning for Categorical Representation. IEEE Transaction on Pattern 
Recognition and Machine Intelligence, 44(1): 533-549, 2022

Songlei Jian, Guansong Pang, Longbing Cao, Kai Lu and Hang Gao. CURE: Flexible Categorical Data Representation by Hierarchical Coupling Learning. IEEE 
Transactions on Knowledge and Data Engineering, 31(5): 853-866, 2019

Songlei Jian, Longbing Cao, Kai Lu, Hang Gao. Unsupervised Coupled Metric Similarity for Non-IID Categorical Data. IEEE Transactions on Knowledge and Data 
Engineering, 30(9): 1810 – 1823, 2018

Can Wang, Dong, Xiangjun; Zhou, Fei; Longbing Cao, Chi, Chi-Hung. Coupled Attribute Similarity Learning on Categorical Data, IEEE Transactions on Neural 
Networks and Learning Systems, 26(4): 781-797 (2015)

https://arxiv.org/abs/2007.10720
https://datasciences.org/publication/TKDE_CURE_Jian.pdf
https://datasciences.org/publication/TKDE_CMS_Jian.pdf
https://datasciences.org/publication/TNNLS-Wang15.final.pdf


Similarity-based Representation
Can Wang, Longbing Cao, Minchun Wang, Jinjiu Li, Wei Wei, Yuming Ou. Coupled Nominal 
Similarity in Unsupervised Learning, CIKM 2011, 973-978.
Can Wang, Dong, Xiangjun; Zhou, Fei; Longbing Cao, Chi, Chi-Hung. Coupled Attribute 
Similarity Learning on Categorical Data (extension of the CIKM2011 paper), IEEE 
Transactions on Neural Networks and Learning Systems.



Motivation

Why these two people 
sit together at that 

place at that 
particular time?



Coupling Learning with feature interactions
• Feature interactions
• Feature-label couplings
• Object-feature-label couplings

Longbing Cao. Coupling Learning of Complex Interactions, Journal of Information Processing and Management, 51(2): 167-186 (2015).

Name Gender Performance Commitment Class

John M A H c1

Mary F B H c1

Sarah F B I c1

David M C L c1

Alice F C I c2

Edward M D L c2

http://www-staff.it.uts.edu.au/%7Elbcao/publication/JIPM-online.pdf


Pairwise Feature Couplings

• Intra-attribute couplings
• For example, attribute value occurrence frequency within one attribute
• how often the values co-occur or how do they depend on each other

• Inter-attribute couplings
• the interactions between an attribute and other attributes
• the extent of the value difference brought by other attributes



Hierarchical Coupling Relationships

• U/u: objects
• A/a: 

attributes, 
labels, models

intra-attribute coupling

inter-attribute coupling



Set Information Functions

Obtain value sets:
assigns the associated 
value set of attribute aj
to the object set

Obtain object: relates 
each value of attribute aj
to the corresponding 
object set

Obtain object set: maps the 
value set of attribute aj to the 
dependent object set

Obtain value information: assigns a 
particular value of attribute aj
to every object.



Measuring Couplings

2022/8/29 36



Coupled Attribute Value Similarity

Intra-attribute couplings:
Inter-attributed couplings: 



Intra-attribute (Value) Similarity

Rationale: 
The Greater similarity is assigned to the pairwise attribute values which own   
approximately equal frequency. 

The higher these frequencies are, the closer such two values are. 

IaAVS has been captured to characterize the 
value similarity in terms of attribute value

occurrence times.



Measuring Intra-attribute Couplings

2
| 1 |* | 2 | 2*2( 1, 2) 0.5

| 1 | | 2 | | 1 |* | 2 | 2 2 2*2
aI B BB B

B B B B
δ = = =

+ + + +



Inter-attribute Similarity
Modified Value Distance Matrix:

Inter-attribute coupled Relative Similarity based on Power Set (IRSP), Universal 
Set (IRSU), Join Set (IRSJ), and Intersection Set (IRSI).

Object Co-occurrence 
Probability 



Inter-attribute Similarity

IeAVS focuses on the object co-occurrence comparisons with four 
inter-attribute coupled relative similarity options.



Coupled Attribute Similarity for Values



Coupled Object Similarity

Coupled Object Similarity (COS) between objects:

Multi-kernel learning of hierarchical, heterogeneous multiple couplings:

Chengzhang Zhu, Longbing Cao, Qiang Liu, Jianpin Yin and Vipin Kumar. Heterogeneous Metric 
Learning of Categorical Data with Hierarchical Couplings. IEEE Transactions on Knowledge and Data 
Engineering, DOI: 10.1109/TKDE.2018.2791525, 2018

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/TKDE_HELIC_final.pdf


Examples: Measuring Hierarchical Couplings





Experiment and Evaluation

• Several experiments are performed on extensive UCI data sets to 
show the effectiveness and efficiency.

• Coupled Similarity Comparison
• The goal is to show the obvious superiority of IRSI, compared with the most time-

consuming one IRSP.
• COS Application (COD)

• Four groups of experiments are conducted on the same data sets by k-modes (KM) with 
ADD (existing methods), KM with COD, spectral clustering (SC)  with ADD, and SC with 
COD.



Different Similarity Metrics

Clustering performance indicator:
•Increasing

• Relative Dissimilarity (RD)
• Dunn Index (DI) [21]

•Decreasing:
• Davies-Bouldin Index (DBI) [20], 
• Sum-Dissimilarity (SD)



Applications – Clustering Performance

• k-modes (KM) with ADD 
(existing methods), 

• KM with COS, 
• spectral clustering (SC) with 

ADD
• SC with COS



Non-IID Metric Learning
Chengzhang Zhu, Longbing Cao, Qiang Liu, Jianpin Yin and Vipin 
Kumar. Heterogeneous Metric Learning of Categorical Data with Hierarchical 
Couplings. IEEE Transactions on Knowledge and Data Engineering, DOI: 
10.1109/TKDE.2018.2791525, 2018

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/TKDE_HELIC_final.pdf


Motivation 

Name Gender Performance Commitment Class

John M A H c1

Mary F B H c1

Sarah F B I c1

David M C L c1

Alice F C I c2

Edward M D L c2

Dis(H,I) = Dis(H,L) = 1Hamming distance: High (H) level commitment is closer to intermediate 
(I) instead of low (L) level.

Dis(H, I) = 0Frequency-based distance: H  commitment is different from I.



Problem Statement

Distance metric d(., .) satisfies:

oi
oi xj

xi



HELIC Framework

HELIC: Heterogeneous Metric Learning with hIerarchical Couplings

Prior/
Implicit

Explicit/
observed



Capture value co-occurrence

Learning Value-to-Class Couplings

Learning Inter-attribute Couplings

Learning Intra-attribute Couplings

Learning Attribute-class Couplings

Capture value frequency

Capture value distribution in each class



Heterogeneity Learning
Construct Kernel Space: 

Using  various kernel functions for the value-to-class coupling spaces, a set of kernel 
matrices {𝐊𝐊𝟏𝟏,⋯ ,𝐊𝐊𝐧𝐧𝐤𝐤} can be obtained. Further, a set of transformation matrices 
{𝐓𝐓𝟏𝟏,⋯ ,𝐓𝐓𝐧𝐧𝐤𝐤} can be learned to guarantee that the space of the 𝑝𝑝-th transformed kernel 
𝐊𝐊𝑝𝑝
′ only contains the 𝑝𝑝-th kernel sensitive information, where 𝐊𝐊𝑝𝑝

′ is defined as:



Metric Learning

With a positive semi-definite matrix 𝜔𝜔𝑝𝑝 = 𝛼𝛼𝑝𝑝𝐓𝐓𝑝𝑝⊤𝐓𝐓𝑝𝑝, the metric 𝑑𝑑𝑖𝑖𝑖𝑖 is calculated as :

where 𝐤𝐤𝑝𝑝,𝑖𝑖𝑖𝑖 = 𝐊𝐊𝑝𝑝,𝑖𝑖⋅ − 𝐊𝐊𝑝𝑝,𝑖𝑖⋅

The distance can be represented as



Metric Learning

Objective function: 

Force the distance between 
objects from different classes 
larger than a margin

Selecting the kernels for their 
sensitive data distribution



Representation Performance of HELIC



Representation Quality of HELIC



Classification Performance

 HC: only learn the hierarchical 
couplings. 

 HELIC: learn both hierarchical couplings 
and heterogeneity.



Flexibility of HELIC

The HELIC framework can be incorporated into different classifiers



Scalability of HELIC



Conclusions

• This work reports an effective heterogeneous metric for learning 
hierarchical couplings within and between attributes and between 
attributes and classes in categorical data. 

• It analyzes the heterogeneity in the hierarchical interaction spaces and 
integrating heterogeneous couplings in complex categorical data.

• The proposed method can be applied to a variety of areas with categorical 
data. One thing in applications is to select appropriate kernels by 
considering specific data characteristics and domain knowledge of the 
problems.



Non-IID Representation Learning
Songlei Jian, Liang Hu, Longbing Cao and Kai Lu. Representation Learning with Multiple Lipschitz-
constrained Alignments on Partially-labeled Cross-domain Data, AAAI2020
Songlei Jian, Longbing Cao, Guansong Pang, Kai Lu, Hang Gao. Embedding-based Representation of 
Categorical Data by Hierarchical Value Coupling Learning. IJCAI2017
Songlei Jian, Liang Hu, Longbing Cao, and Kai Lu. Metric-based Auto-Instructor for Learning Mixed Data 
Representation. AAAI2018

https://datasciences.org/publication/jian-aaai20.pdf
https://datasciences.org/publication/Jian-ijcai17.pdf
https://datasciences.org/publication/AAAI18-jian.pdf


Metric-based Auto-Instructor for 
Learning Mixed Data Representation
Songlei Jian, Liang Hu, Longbing Cao and Kai Lu. Metric-based Auto-Instructor for 
Learning Mixed Data Representation, AAAI2018

Source code is available at: https://github.com/jiansonglei/MAI



Background

• Categorical features
• e.g., gender, education, brand

• Numerical features
• e.g., age, length, price

• Mixed data contains both categorical features and numerical features
• e.g., census data, product information



Representation of Categorical Features

• One-hot encoding: 

• Distributional representation
• Latent semantic analysis
• Random projection

• Distributed representation
• Embedding for categorical data
• Word embedding



Representation of Numerical Features

• Raw representation
• Normalized representation
• Distributed representation

• Dimension reduction
• Principal component analysis (PCA)
• Non-negative Matrix Factorization (NMF)

• Autoencoder



Representation of Mixed Data

• Transform numerical data to categorical one 
• Discretization

• Transform categorical data to numerical data
• Statistics: e.g., TF-IDF

• Concatenated representation: treat categorical and numerical 
features independently

Name Gender Height

Alice Female 1.75 m

Bob Male 1.75 m



What Is A Good Representation for Mixed Data?

• At the feature level: capture the heterogeneous couplings (e.g., 
complex interactions, dependencies) between features

• Couplings between categorical features
• Couplings between numerical features
• Couplings between categorical and numerical features

• At the object level: a good representation should express the 
discrimination and margins between objects to fertilize learning tasks.



MAI Architecture
• Consists of two 

instructors in two 
encoding spaces

• P-Instructor in plain 
encoding space

• C-Instructor in coupled 
encoding space

P-Instructor C-Instructor



Coupled Metric Learning Process
• Plain features: Concatenation of 

one-hot representation of 
categorical data and numerical 
data

• Coupled features: product kernel 
of numerical variable and 
categorical value



Experiments

• Application: clustering
• Partition-based: k-means
• Density-based: DBSCAN

• Evaluation metrics:
• AMI
• Calinski-Harabasz index



Table 3: DBSCAN clustering performance w.r.t. AMI/Clusters.
Table 4: Calinski-Harabasz index on representation w.r.t. the
Euclidean distance for ground-truth labels



Visualization



Conclusion

• A comprehensive representation for mixed data simultaneously learns  the 
couplings at feature level and the discrimination between objects at the 
object level.

• A metric-based auto-instructor  (MAI) model with two collaborative 
instructors learns more discriminative representation between objects by 
learning the margin enhanced distance metric.

• MAI is a general representation learning framework not limited to mixed 
data, which has the potential to be applied to multimodal learning and 
domain adaption.



Coupling Learning of complex 
interactions and relations
Songlei Jian, Liang Hu, Longbing Cao, Kai Lu, Hang Gao. Evolutionarily Learning Multi-
aspect Interactions and Influences from Network Structure and Node Content, AAAI2019
Liang Hu, Songlei Jian, Longbing Cao, Zhiping Gu, Qingkui Chen, Artak 
Amirbekyan. HERS: Modeling Influential Contexts with Heterogeneous Relations for Sparse 
and Cold-start Recommendation, AAAI2019.

https://datasciences.org/publications/
https://datasciences.org/publication/AAAI_19_networkRS.pdf


Learning Heterogeneous Couplings 
– Multi-relation Learning
Hu, L., Jian, S., Cao, L., Gu, Z., Chen, Q., Amirbekyan, A. HERS: Modeling 
Influential Contexts with Heterogeneous Relations for Sparse and Cold-start 
Recommendation. In AAAI-19



Heterogeneous couplings

• The basic problem in RS is to study 
the user-item relation. 

• Besides user-item relation, user-
user relation (e.g. social network) 
and item-item relation (e.g.
compatibility) 

• In fact, user-user relation and item-
item relation have direct influence 
on user selection, so they should 
be considered when modeling RS.

User-item Relation

  us

ut

is

it



Influence contexts for making decision
• A user 𝑢𝑢 is influenced by friends 

and friends' friends. 𝐶𝐶𝑢𝑢 signifies 
the user influential context.

• User selection on an item 𝑖𝑖 is also 
influenced by relevant items 
which form item influential 
context 𝐶𝐶𝑖𝑖.

• Influential contexts of users and 
items indicate how a user's 
choice on items is made, thus 
making recommendation more 
accurate and interpretable.

  User-user Relation Item-item Relation
User-item Relation
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Influential context interaction decomposition

• 𝑠𝑠 𝐶𝐶𝑢𝑢,𝐶𝐶𝑖𝑖 = 𝜆𝜆1𝑠𝑠 𝑢𝑢,𝑖𝑖 + 𝜆𝜆2𝑠𝑠 𝑢𝑢,𝐼𝐼𝑖𝑖
𝑐𝑐 +

𝜆𝜆3𝑠𝑠 𝑈𝑈𝑢𝑢𝑐𝑐 ,𝑖𝑖 + 𝜆𝜆4𝑠𝑠 𝑈𝑈𝑢𝑢𝑐𝑐 ,𝐼𝐼𝑖𝑖
𝑐𝑐

• 𝑠𝑠 𝐶𝐶𝑢𝑢,𝐶𝐶𝑖𝑖 : overall interaction score
• 𝑠𝑠 𝑢𝑢,𝑖𝑖 : scores 𝑢𝑢’s preference on 

preference on item 𝑖𝑖
• 𝑠𝑠 𝑢𝑢,𝐼𝐼𝑖𝑖

𝑐𝑐 : scores 𝑢𝑢’s preference on 
influential items 𝐼𝐼𝑖𝑖𝑐𝑐

• 𝑠𝑠 𝑈𝑈𝑢𝑢𝑐𝑐 ,𝑖𝑖 : scores relevant users' 
preference on item 𝑖𝑖

• 𝑠𝑠 𝑈𝑈𝑢𝑢𝑐𝑐 ,𝐼𝐼𝑖𝑖
𝑐𝑐 : scores the subsidiary 

preference between influential users 
𝑈𝑈𝑢𝑢𝑐𝑐 and influential items 𝐼𝐼𝑖𝑖𝑐𝑐

• Coupling Modeling
• Heterogeneous couplings
• Influential-context couplings
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Architecture of modeling HERS

UIC Aggregator: AU IIC Aggregator: AI

User-item Interaction 
Scorer: SUI

Item ICE

... ...

User ICE

et e1 ...

rU
t rI

t

User Representer: EU

Target User 
Embedding

Influential Users’ 
Embeddings

eM vt

Target Item 
Embedding

Influential Items’ 
Embeddings

... vNv1

User Influential Context Item Influential Context
User-item Relation

itut

Item Representer: EI



Influential-Context Aggregation Unit (ICAU)

S2

...e1

h

× 
g

× 
1-g

+

f

α1 

eK

α2 

e2

αK 

Influential Users’ Embeddings

Influential 
Context 

Embeddingct

et rt

Target User
Embedding

S1

• S1: This stage outputs the subsidiary influence 
embedding 𝒄𝒄𝑡𝑡 through an aggregation 
function ℎ ⋅ over the influential users' 
embeddings 𝒆𝒆𝑘𝑘:

𝛼𝛼1,⋯ ,𝛼𝛼𝐾𝐾 = 𝑎𝑎 𝒆𝒆1,⋯ , 𝒆𝒆𝐾𝐾
𝒄𝒄𝑡𝑡 = ℎ 𝒆𝒆1,⋯ , 𝒆𝒆𝐾𝐾|𝛼𝛼1,⋯ ,𝛼𝛼𝐾𝐾

• S2: This stage generates the ICE by aggregating 
the subsidiary influence context embedding 𝒄𝒄𝑡𝑡
and the target embedding 𝒆𝒆𝑡𝑡 through a gate 
function 𝑓𝑓 ⋅ :

𝑔𝑔 = 𝑓𝑓 𝒄𝒄𝑡𝑡, 𝒆𝒆𝑡𝑡
𝒓𝒓𝑡𝑡 = 𝑔𝑔𝒄𝒄𝑡𝑡 + 1 − 𝑔𝑔 𝒆𝒆𝑡𝑡



ICE is a representation for influential coupling 
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Statistics of datasets: Delicious and Lastfm

• Two datasets, Delicious and Lastfm provided by RecSys Challenge 
2011



Recommendation accuracy



Item recommendation for cold-start users



User recommendation for cold-start items



Visualization and Interpretation

• The artists in the item 
network are labeled by their 
names.

• The anonymous users in the 
user network are labeled 
with their IDs. 

• The thickness of edges 
specifies the significance of 
influence.



Pattern Relation Analysis/
Combined Pattern Mining
Longbing Cao. Combined Mining: Analyzing Object and Pattern Relations for Discovering and Constructing 
Complex but Actionable Patterns, WIREs Data Mining and Knowledge Discovery, 3(2): 140-155, 2013
Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chengqi Zhang. Combined Mining: Discovering 
Informative Knowledge in Complex Data, IEEE Trans. SMC Part B, 41(3): 699 – 712, 2011
Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced Data, IEEE Trans. on 
Knowledge and Data Engineering, 20(8): 1053-1066, 2008

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/DMKD-combinedmining.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/05621927.pdf
https://datasciences.org/publication/TKDE08.Final.pdf


Combined Pattern Pairs

• Pair patterns

Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted 
Activity Patterns in Imbalanced Data, IEEE Trans. on 
Knowledge and Data Engineering, 20(8): 1053-1066, 
2008.

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/TKDE08.Final.pdf


Combined Pattern Clusters

• Cluster patterns



Combined Pattern Clusters



Pattern Relation Analysis
• Shoujin Wang, Longbing Cao. Inferring Implicit Rules by Learning Explicit and Hidden Item 

Dependency. IEEE Transactions on Systems, Man, and Cybernetics: Systems, 50(3): 935-946, 2020.
• Jingyu Shao, Junfu Yin, Wei Liu,, Longbing Cao. Mining actionable combined patterns of high 

utility and frequency. DSAA 2015: 1-10
• Longbing Cao. Combined Mining: Analyzing Object and Pattern Relations for Discovering and 

Constructing Complex but Actionable Patterns, WIREs Data Mining and Knowledge Discovery, 
3(2): 140-155, 2013

• Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chengqi Zhang. Combined Mining: 
Discovering Informative Knowledge in Complex Data, IEEE Trans. SMC Part B, 41(3): 699 – 712, 
2011

• Yanchang Zhao, Huaifeng Zhang, Longbing CaoChengqi Zhang. Combined Pattern Mining: from 
Learned Rules to Actionable Knowledge, LNCS 5360/2008, 393-403, 2008

• Huaifeng Zhang, Yanchang Zhao, Longbing Cao and Chengqi Zhang. Combined Association Rule 
Mining, PAKDD2008

• Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced 
Data, IEEE Trans. on Knowledge and Data Engineering, 20(8): 1053-1066, 2008

https://datasciences.org/publication/TSMC-Wang17.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/DSAA15-Shao.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/DMKD-combinedmining.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/05621927.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/A-AI08.pdf
http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/pakdd08-zhang.pdf
https://datasciences.org/publication/TKDE08.Final.pdf


Non-IID Statistical Learning
PAKDD2019 Tutorial on Large-scale statistical learning
https://datasciences.org/large-scale-statistical-learning/



Large-scale, Sparse, Multi-source Data: Non-
IIDness



Bayesian Probabilistic Models

In Plain English:

Posterior = 𝐾𝐾𝑖𝑖𝑘𝑘𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗𝑃𝑃𝑃𝑃𝑖𝑖𝐿𝐿𝑃𝑃
𝐸𝐸𝐸𝐸𝑖𝑖𝐿𝐿𝐿𝐿𝐸𝐸𝑐𝑐𝐿𝐿

In Equation:



Bayesian Probabilistic Models

• X= {x1, x2, …, xn} represents the data and θ represents the model 
parameters.

• It is assumed that {xi} are independent and identically distributed 
(i.i.d) conditioning on the prior θ.

• The data in X is exchangeable.



Hierarchical Priors

• One may construct a complex prior distribution using a hierarchy 
of simple distributions as

• For example: One can construct a hierarchy of Gamma 
distribution.

E.g., Gamma-Gamma-Gamma-Poisson distribution Compound models



Large-scale Bayesian Inference

• Sampling methods:
• Markov Chain Monte Carlo (MCMC): 

• Metropolis-Hastings Sampling.
• Gibbs Sampling
• …

• Optimization methods
• Variational Inference (VI)
• Stochastic Variational Inference (SVI)



Stochastic Variational Inference (SVI)

https://www.cs.ubc.ca/labs/lci/mlrg/slides/SVI.pdf



Stochastic Variational Inference (SVI)

https://www.cs.ubc.ca/labs/lci/mlrg/slides/SVI.pdf



Stochastic Variational Inference (SVI)

• ELBO

https://www.cs.ubc.ca/labs/lci/mlrg/slides/SVI.pdf



Statistical Learning of Large-scale, 
Sparse and Multi-source Data
Trong Dinh Thac Do and Longbing Cao. Metadata-dependent Infinite Poisson 
Factorization for Efficiently Modelling Sparse and Large Matrices in 
Recommendation, IJCAI2018

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/IJCAI2018_CRC.pdf


Motivations

• User/item Sparsity: 
• PF is inefficient when working with a column or row with very few 

observations (corresponding to a sparse item or user) due to poor priors in 
the Gamma distribution.

• Dynamics/infinity: 
• Solve the challenge in automatically choosing the number of latent 

components.



Metadata-integrated Poisson Factorization 
(MPF)

Enrich prior using 
user and item

metadata



Metadata-integrated Poisson Factorization 
(MPF)



Metadata-integrated Infinite Poisson 
Factorization (MIPF)

Using Bayesian Nonparametric 
techniques to automatically 

determines the number
of latent components



Metadata-integrated Infinite Poisson 
Factorization (MIPF)



Inference

• Variational Inference for MPF:
• The mean-field family assumes each distribution is independent of the 

others.

IID assumption:
- Independent 
Non-IID reality:
- What if variables are 

non-IID?



Inference

• Variational Inference for MiPF:
• The mean-field family assumes each distribution is independent of the others.

IID assumption:
- Independent 
Non-IID reality:
- What if variables are 

non-IID?



How Do MPF/MIPF Significantly Outperform 
Other PF Models?

Normalized Mean Precision Normalized Mean Recall

Top-20 Recommendation Compared with baselines



How Does MIPF Effectively Estimate the 
Number of Unbounded Latent Components?

Performance of top-30 recommendations made by finite model MPF and infinite model MIPF.



How Do MPF/MIPF Deal with Sparse 
Items/users?

Example of MIPF in handling sparse items in comparison with HCPF.



Contributions

• MPF/MIPF improve precision when working with large and sparse 
data by integrating user/item metadata.

• MIPF efficiently estimates the number of latent components.

• The variational inference for MPF and MIPF applies to massive data.



Non-IID Recommender Systems
Longbing Cao. Non-IID Recommender Systems: A Review and Framework of 
Recommendation Paradigm Shifting. Engineering, 2: 212-224, 2016.
https://datasciences.org/recommender-systems/

http://www-staff.it.uts.edu.au/%7Elbcao/publication/eng16-Cao.pdf


Framework of Non-IID 
Recommender Systems
Longbing Cao. Non-IID Recommender Systems: A Review and Framework of Recommendation 
Paradigm Shifting. Engineering, 2: 212-224, 2016.
Longbing Cao, Philip Yu. Non-IID Recommendation Theories and Systems. IEEE Intelligent Systems, 
31(2), 81-84, 2016.

http://www-staff.it.uts.edu.au/%7Elbcao/publication/eng16-Cao.pdf
http://www-staff.it.uts.edu.au/%7Elbcao/publication/IEEEIS16-Cao.pdf


Challenges
Recommendation problems:
 Duplicated
 Irrelevant 
 Missing 
 Falsified 
 …

Amazon



Big Data Challenges Existing Theories and 
Systems

What Ad 
would you 
place here?

Irrelevant and 
Damaging to Brand



Why the Prediction Doesn’t Work?

• There may be many reasons, 
• Content understanding
• Understand the semantic hidden in contents
• Analyze the relevance between news and ads from every possible aspect
• Treat each piece of news differently 
• …

• A fundamental assumption - IIDness
• Weaken or overlook the data complexities

• Relationships between objects, syntactically, semantically, 
• Heterogeneity between objects, sources, …



A Systematic View of Recommendation

Longbing Cao. Non-IID Recommender Systems: A Review and Framework of Recommendation Paradigm 
Shifting. Engineering, 2: 212-224, 2016.

http://www-staff.it.uts.edu.au/%7Elbcao/publication/eng16-Cao.pdf


Non-IIDness in Recommendation



Non-IIDness in Recommendation



Four-stage Recommendation Research



Non-IIDness in Modern Recommendation

• Heterogeneity (Non-identical distribution)
• Due to the heterogeneity of users, items and domains, it is improper to model the 

features of all users or items using identical distributions
• Heteroskedastic modeling for recommendation in long tail
• Modeling non-identical user feature distribution, non-identical item feature 

distribution and non-identical choice distribution
• Cross-domain data (non-identical domain distribution due to heterogeneity)

Liang Hu, Wei Cao, Jian Cao, Guandong Xu, Longbing Cao, Zhiping Gu, Bayesian Heteroskedastic Choice Modeling on Non-
identically Distributed Linkages, ICDM 2014
Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail
of Distribution. ACM Trans. Inf. Syst., 2017
Liang Hu, Jian Cao, Guandong Xu, Longbing Cao, Zhiping Gu, Can Zhu: Personalized recommendation via cross-domain
triadic factorization. WWW 2013
Liang Hu, Longbing, Jian Cao, Zhiping Gu, Guandong Xu, & Dingyu Yang: Learning Informative Priors from Heterogeneous
Domains to Improve Recommendation in Cold-Start User Domains. ACM Trans. Inf. Syst., (2016)
Liang Hu, Jian Cao, Guandong Xu, Jie Wang, Zhiping Gu, Longbing Cao, Cross-Domain Collaborative Filtering via Bilinear
Multilevel Analysis, IJCAI 2013



Modeling Non-IID Recommender Systems
• Couplings (Non-independency)

• Recommender systems were born with non-independency, they always try to 
find the coupling relationships among users, items, domains and other 
information

• Social Influence (coupling related users’ feedback)
Hu, L., Cao, L., Cao, J., Gu, Z., Xu, G., and Wang, J. Improving the Quality of Recommendations for Users and Items in the Tail of
Distribution. ACM Trans. Inf. Syst., 2017

• Group-based Recommendation (joint decision)
Liang Hu, Jian Cao, Guandong Xu, Longbing Cao, Zhiping Gu, Wei Cao, Deep Modeling of Group Preferences for Group-based
Recommendation, AAAI 2014

• Session-based Recommendation (context dependent)
Hu, L., Cao, L., Wang, S., Xu, G., Cao, J. and Gu, Z. 2017. Diversifying personalized recommendation with user-session context. (IJCAI’17)

• Cross-domain recommendation (multi-domain dependency)
Liang Hu, Jian Cao, Guandong Xu, Longbing Cao, Zhiping Gu, Can Zhu: Personalized recommendation via cross-domain triadic factorization.
WWW 2013

Liang Hu, Longbing, Jian Cao, Zhiping Gu, Guandong Xu, & Dingyu Yang: Learning Informative Priors from Heterogeneous Domains to
Improve Recommendation in Cold-Start User Domains. ACM Trans. Inf. Syst., (2016



Coupled Matrix Factorization within Non-IID 
Context
Fangfang Li, Guandong Xu, Longbing Cao. Coupled Matrix Factorization within Non-
IID Context, PAKDD2015, 707-719.

http://www-staff.it.uts.edu.au/%7Elbcao/publication/li-pakdd15.pdf


One Basic Approach: MF (Matrix Factorization)

• Idea: project users and items into a joint k-dimensional space.
• Represent user ui, and item vj using Pi and Qj as their latent profile 

respectively 
• Rating Rij is predicted as:

v1 v2 … vm

u1 1 2 ? 3
u2 2 ? ? 4

…

un 4 1 ? ?

1 2 … k
u1 … … … …
ui … … … …

…

… … … …
un … … … …

v1 vj … vm

1 … … … …
2 … … … …

…

… … … …
k … … … …

×

R

𝑃𝑃𝑇𝑇 Q

𝑅𝑅 ≈ �𝑅𝑅 = 𝑃𝑃𝑇𝑇𝑄𝑄
�𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑇𝑇𝑖𝑖 ⋅ 𝑄𝑄𝑖𝑖
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5 5 1

4

2 3 5 ?

1 5 4 1
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3 5
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𝑉𝑉

𝑈𝑈𝑇𝑇 R

𝑅𝑅𝑢𝑢,𝐸𝐸 ≈ 𝑢𝑢𝑇𝑇𝑣𝑣

𝑢𝑢

𝑣𝑣

�𝑅𝑅𝑢𝑢,𝐸𝐸′ ≈ 𝑢𝑢𝑇𝑇𝑣𝑣𝑣

𝑣𝑣’

Matrix Factorization



Problems and Solution

• MF problems:
• MF solve the rating estimation as a mathematical problem 
• Same rating table for different businesses would lead to same rating 

estimation
• User/item non-IIDness are not involved

• Solution:
• Combine CF and content-based method together.
• Deeper analysis by considering the non-IID characteristics for items and users.



User/Item Coupling Analysis

• Deep couplings within users and items contribute to the rating 
behavior.

• Attribute values are coupled and not independent,
• Attributes are also coupled and influence each other.



Non-IID Users

• For two users described by the attribute space, the Coupled User 
Similarity (CUS) is defined to measure the similarity between users. 



Non-IID Items

• For two items described by the attribute space, the Coupled Item 
Similarity (CIS) is defined to measure the similarity between items. 

Can Wang, Xiangjun Dong, Fei Zhou, Longbing Cao, Chi-Hung Chi: Coupled Attribute Similarity 
Learning on Categorical Data. IEEE Trans. Neural Netw. Learning Syst. 26(4): 781-797 (2015)



Matrix Factorization

• Traditionally, the rating matrix can be modeled by MF as:
• The prediction task of matrix is transformed to compute user’s factor matrix P 

and item’s factor matrix Q. 
• Once P and Q are calculated, R can be easily reconstructed to predict the 

rating given by one user to an item. 



Coupled MF (CMF)

• CMF considers three sorts 
of information

• Traditional rating matrix
• Non-IID User coupling based 

on users’ attributes
• Non-IID Item coupling based 

on items’ attributes



CMF Model

• Objective Function

• Optimization



Compared to MF and CF



Compared to Hybrid Methods



Summary of CMF

• Contributions
• Applied a NonIID-based method to capture the couplings  between users and 

items, based on their objective attribute information;
• Integrated user coupling, item coupling and users’ subjective rating 

preferences into matrix factorization learning model;
• Evaluated the effectiveness of Coupled MF model.



• Trong Dinh Thac Do and Longbing Cao. Gamma-Poisson Dynamic Matrix Factorization 
Embedded with Metadata Influence, NIPS2018

• CoupledCF: Learning Explicit and Implicit User-item Couplings in Recommendation for Deep 
Collaborative Filtering, IJCAI2018

• Interpretable Recommendation via Attraction Modeling: Learning Multilevel Attractiveness 
over Multimodal Movie Contents, IJCAI2018

• Attention-based Transactional Context Embedding for Next-Item Recommendation. AAAI2018

More Recent Work on non-IID 
recommender systems



Dynamic, Continuous (Next-item), Personalized 
Recommendations within Session & Context

• Personalized recommendations

• With user/product sessions as context

• Behavior-based recommendations

• Continuous (next-product/moment/ 
interest/etc.) recommendations

• Attention-based Transactional Context Embedding for 
Next-Item Recommendation. AAAI2018

• Diversifying Personalized Recommendation with User-
session Context. IJCAI2017



Deep Representation with 
Explicit and Implicit Feature Couplings

• Learn explicit user-product couplings 
by metadata-enabled CNN

• Build a deep collaborative filter model 
to learn the latent user-product 
relations

• Integrate both local and global user-
product interactions components

• CoupledCF: Learning Explicit and Implicit User-item Couplings in Recommendation for Deep Collaborative Filtering, 
IJCAI2018

• User’s dense 
vector U

• Item’s dense 
vector V

• User-item 
coupling F



Attraction Modeling:
Learning Multilevel Attractiveness over Multimodal Content

• One multilevel neural model on the movie 
story to capture

• Word-level attraction: e.g., some characters, some 
place

• Sentence-level attraction: e.g., some interesting 
plot

• Story-level attraction: e.g., like the movie to what 
extent

• Another multilevel neural model on the 
cast to capture

• Member-level attraction: e.g., a fan of some actor

• Cast-level attraction: e.g., attracted by the movie 
to what extent

Statistical attractiveness on movie Election (1999) w.r.t. sentences, words in the 
most attractive sentences and cast members. The larger size and deeper color of 
font denote the larger attractiveness weight is assigned.
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𝑤𝑤𝑖𝑖 = 𝑠𝑠𝑠𝑠𝑓𝑓𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠 𝑖𝑖𝑠𝑠𝑖𝑖 𝒖𝒖𝑤𝑤T𝒘𝒘𝑖𝑖

𝑎𝑎𝑢𝑢
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𝑆𝑆 = 𝒖𝒖𝑚𝑚T 𝒉𝒉𝑢𝑢𝑐𝑐 ,𝒉𝒉𝑢𝑢𝑡𝑡

Interpretable Recommendation via Attraction 
Modeling: Learning Multilevel Attractiveness over 
Multimodal Movie Contents, IJCAI2018



Non-IID Behavior Analytics
More at KDD2018 Tutorial on Behavior Analytics
https://datasciences.org/behavior-informatics/



Behavior Model
Longbing Cao, In-depth Behavior Understanding and Use: the Behavior 
Informatics Approach, Information Science, 180(17); 3067-3085, 2010.

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/INS_8623-online_version.pdf


Examples of Coupled Objects and Behaviors



An Abstract Behavior Model: behavior computing

• An abstract behavior model
• Demographics and circumstances

of behavioral subjects and objects
• Associates of a behavior may form 

into certain behavior sequences or 
network;

• Social behavioral network consists 
of sequences of behaviors that are 
organized in terms of certain social 
relationships or norms.

• Impact, costs, risk and trust of 
behavior/behavior network

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics Approach, 
Information Science, 180(17); 3067-3085, 2010.

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/INS_8623-online_version.pdf


Behavior Vector & Couplings

• Behavior instance: behavior vector

• basic properties
• social and organizational factors

• Vector-based behavior sequences

• Vector-oriented behavior representation

• Behavior Coupling Relationships
 Logic/semantic behavior couplings

 Statistical/Probabilistic behavior
couplings

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics Approach, 
Information Science, 180(17); 3067-3085, 2010.

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/INS_8623-online_version.pdf


Group/Coupled Behavior Analysis
Yin Song, Longbing Cao, et al. Coupled Behavior Analysis for Capturing Coupling 
Relationships in Group-based Market Manipulation, KDD 2012, 976-984.
Yin Song and Longbing Cao. Graph-based Coupled Behavior Analysis: A Case Study on 
Detecting Collaborative Manipulations in Stock Markets, IJCNN 2012, 1-8.
Longbing Cao, Yuming Ou, Philip S Yu. Coupled Behavior Analysis with Applications, IEEE 
Trans. on Knowledge and Data Engineering, 24(8): 1378-1392 (2012).

http://www-staff.it.uts.edu.au/%7Elbcao/publication/idg275-song.pdf
http://www-staff.it.uts.edu.au/%7Elbcao/publication/ijcnn12-song.pdf
http://www-staff.it.uts.edu.au/%7Elbcao/publication/TKDE-CBA.pdf


Pool Manipulation



Behavior Formal Descriptor

We tackle the coupled behaviors from either one or different 
actors, denoted as intra-coupling and inter-coupling, respectively. 

I actors: 
An actor      undertakes      operations

Behavior Feature Matrix

intra-coupling

inter-coupling



Intra-Coupling

• The intra-coupling reveals the complex couplings within an actor’s 
distinct behaviors.

For instance, in 
the stock market, the 
investor will place a 

sell order at some 
time after buying his 

or her desired 
instrument due to a 

great rise in the 
trading price. This is, 
to some extent, one 
way to express how 
these two behaviors 

are intra-coupled 
with each other.



Inter-Coupling

• The inter-coupling embodies the way multiple behaviors of different 
actors interact.

For instance, a trading 
happens successfully 

only when an investor 
sells the instrument at 
the same price as the 

other investor buys this 
instrument. This is 

another example of how 
to trigger the 

interactions between 
inter-coupled behaviors.



Coupling

• In practice, behaviors may interact with one another in both ways of intra-
coupling and inter-coupling.

For instance, we 
consider both the 
successful trading 
between investor 

A1 (buy) and 
investor A2 (sell), 

and then the selling 
behavior 

conducted by A1
after he or she has 

bought the 
instrument at a 

relative low price.



Coupled Behavior Analysis (CBA)



CHMM-based Coupled Sequence Modeling

• Coupled behavior sequences
• Multiple sequences

• Coupling relationship

• Behavior properties



CBA – CHMM

• Wei Cao, Liang Hu, Longbing Cao. Deep Modeling Complex Couplings 
within Financial Markets, AAAI2015, 2518-2524.

• Wei Cao, Longbing Cao, Yin Song. Coupled Market Behavior Based 
Financial Crisis Detection, IJCNN2013

• Longbing Cao, Yuming Ou, Philip S Yu. Coupled Behavior Analysis with 
Applications, IEEE Trans. on Knowledge and Data Engineering, 24(8): 
1378-1392 (2012).

• Longbing Cao, Yuming Ou, Philip S YU, Gang Wei. Detecting Abnormal 
Coupled Sequences and Sequence Changes in Group-based 
Manipulative Trading Behaviors, KDD2010, 85-94

https://datasciences.org/publication/wei-aaai15.pdf
https://datasciences.org/publication/ijcnn13-cao.pdf
https://datasciences.org/publication/TKDE-CBA.pdf
https://datasciences.org/publication/p85.pdf


Graph-based Coupled Behavior Presentation

• Coupled hidden Markov Model 
(CHMM)

• Relational probability tree (RPT)

• Relational Bayesian Classifier (RBC)

• Yin Song, Longbing Cao, et al. Coupled Behavior Analysis for Capturing Coupling Relationships in Group-based Market 
Manipulation, KDD 2012, 976-984.

• Yin Song and Longbing Cao. Graph-based Coupled Behavior Analysis: A Case Study on Detecting Collaborative 
Manipulations in Stock Markets, IJCNN 2012, 1-8

https://datasciences.org/publication/idg275-song.pdf
https://datasciences.org/publication/ijcnn12-song.pdf


CBA - Conditional Probability Distribution

• Yin Song, Longbing Cao, et al. Coupled Behavior
Analysis for Capturing Coupling Relationships in 
Group-based Market Manipulation, KDD 2012, 976-
984.

https://datasciences.org/publication/idg275-song.pdf


Empirical Results



Next-best Action Recommendation 
with multi-party interactions
Longbing Cao, Chengzhang Zhu. Personalized next-best action recommendation with multi-
party interaction learning for automated decision-making, PLoS ONE, 17(1): e0263010, 
2022

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0263010


The NBA problem

• NBA-based personalized decision-making process

Fig 1. Next-best action-
based personalized 
decision-making in 
constrained, tailored, 
sequential and 
interactive
dynamic processes with 
state-action-response-
coupled sequences.



The NBA problem

• NBA objective function

k next-best action set



The NBA problem

• Learn multi-party past-to-present interactions and decision-making

client descriptions  
decision-making actions
and estimated rewards

NBA action-value function RL action-value function

decision actions
client responses



The NBA problem

• Personalized NBA set

a loss function that measures the difference between the real and estimated rewards

description of the j-th client at time step i

historical decision action on the j-th client at time step i

maximal length of historical sequence of the j-th client



The NBA problem

• Personalized Next-k Best Action/NBA

candidate action set



PNBA learning framework

Fig 2. The framework for modeling the next-best action-oriented personalized decision-making.



Learn personalized client representation

Fig 3. A reinforced 
coupled recurrent 
network to learn 
personalized client 
representation.



Learn state-action-response couplings

Fig 4. A coupled recurrent unit (CRU) for modeling state-action-response-coupled long-term dependencies.

ro/a: historical responses and actions on their current states
z: current response and action states on history
ri: interaction between decision action and client response



Learn client representations

Fig 5. An example of representing clients by the reinforced 
coupled recurrent network.



NBA reward prediction

Fig 6. Reward prediction for the next-
best action on a client’s state.

client state vector

each decision action  Є



action rating

next-best actions



Case studies

• Non-Markovian NBA recommendation



Case studies

• Non-Markovian NBA recommendation



Non-IID Vision Learning
Yinghuan Shi, Wenbin Li, Yang Gao, Longbing Cao, Dinggang Shen. Beyond IID: 
Learning to Combine Non-IID Metrics for Vision Tasks. AAAI2017.



 Three phases: 
 (non-IID) features
 various non-IID

representations 
 joint metric learning

★Good adaptation with the best 
combination automatically learned

★ Easy to implement 

★Many features, representations 
and classifiers can be integrated 

Non-IID Metric Learning



 Core Idea:
Intra-node relation 
(within node) + Inter-node 
relations (between 
neighbored nodes)

 Capturing various data 
characteristics
 Direct Product 

(DP)
 Hausdorff

Distance (HD)
 Max Pooling (MP)

inter

inter

inter

inter

intra

intra

intra

Various Non-IID Representations



Pair-wise Constraint

Triplet Constraint

Objective function for combined non-IID metrics

Learning/combining Multiple Non-IID 
Representations



Our methods outperform others in 
terms of AUC, Accuracy, 
Specificity, Sensitivity, F1 score

Evaluation



Image Segmentation



Non-IID Outlier Detection
Guansong Pang, Longbing Cao and Ling Chen. Homophily outlier detection in non-IID categorical data, 
Data Min. Knowl. Discov. 35(4): 1163-1224, 2021
Guansong Pang, Longbing Cao, Ling Cheny and Huan Liu. Learning Homophily Couplings from Non-IID 
Data for Joint Feature Selection and Noise-Resilient Outlier Detection. IJCAI2017
Guansong Pang, Hongzuo Xu, Longbing Cao and Wentao Zhao. Selective Value Coupling Learning for 
Detecting Outliers in High-Dimensional Categorical Data. CIKM2017

https://arxiv.org/abs/2103.11516
https://datasciences.org/publication/Pang-ijcai17.pdf
https://datasciences.org/publication/Pang-CIKM17.pdf


Multidimensional Data

• Multidimensional data
• Data objects are characterized by two or more features

• Information table
• Rows -- data objects
• Columns -- features



Traditional Outlier Detection

• Statistical/probabilistic-based approach
• Statistical test-based –> deviation from distribution
• Depth-based –> data depth
• Deviation-based –> sensitivity or uncertainty

• Proximity-based approach
• Distance-based –> nearest neighbor distances
• Density-based –> local density
• Clustering-based –> distance to cluster centers

Aggarwal, C. C. (2017). Outlier analysis. Springer.

Kriegel, H. P., Kröger, P., & Zimek, A. (2010). Outlier detection techniques. Tutorial at KDD10.



The IID Assumption

• Common assumptions
• Values/features/objects from 

homogeneous distributions, 
mechanisms

• They are independent to each other
• E.g., implicit IID assumption in 

Euclidean distance



Non-IID Real-life Data

Couplings Heterogeneity

Source: http://www.diabeticrockstar.com Four features from the CoverType data set



IID vs. Non-IID Outlier Detection – example 

• Data: Mammography
• Euclidean - AUC: 0.81
• Standardized Euclidean - AUC: 0.86

6.17% 
improvement 



The Mammography Data Set



Non-IID Value-based Approach 
Guansong Pang, Longbing Cao, Ling Chen. Outlier Detection in Complex Categorical 
Data by Modelling the Feature Value Couplings. IJCAI2016



Motivation

• Value heterogeneity
• Semantic differs in different 

contexts

• Value coupling – Guilt-by-
association

• “A man is known by the company 
he keeps”

• Homophily couplings in outlying 
behaviors (values)

• Concurrent outlying behaviors
• E.g., thirsty, weight loss, dryness, 

urination in diabetes
• E.g., Feel alienated, violence against 

the society is not immoral, etc. in 
terrorist characteristics

Values of the same frequency 
may indicate different 

outlierness

The outlierness of a value is 
dependent on its accompany 

values

?



Our Framework 

• Learning value outlierness from data with non-IID values



CBRW: Intra-feature Outlier Factor 

• Intra-feature outlier factor for addressing heterogeneity

• A value of the same frequency in different features can have very different semantic

• Given a value 𝑣𝑣 ∈ 𝑑𝑑𝑠𝑠𝑠𝑠(𝑓𝑓)

where 𝑠𝑠 is the mode in the feature 𝑓𝑓, 𝑏𝑏𝑎𝑎𝑠𝑠𝑏𝑏 𝑠𝑠 = 1 − 𝑓𝑓𝑖𝑖𝑏𝑏𝑞𝑞(𝑠𝑠), 
𝑑𝑑𝑏𝑏𝑣𝑣 𝑣𝑣 = 𝑓𝑓𝑃𝑃𝐿𝐿𝑓𝑓 𝑚𝑚 −𝑓𝑓𝑃𝑃𝐿𝐿𝑓𝑓(𝐸𝐸)

𝑓𝑓𝑃𝑃𝐿𝐿𝑓𝑓(𝑚𝑚)

𝜎𝜎 𝑣𝑣 =
1
2
𝑏𝑏𝑎𝑎𝑠𝑠𝑏𝑏 𝑠𝑠 + 𝑑𝑑𝑏𝑏𝑣𝑣 𝑣𝑣



CBRW: Inter-feature Outlier Factor 

• Inter-feature outlier factor capturing the homophily value couplings

• Concurrent rare values have high mutual conditional probabilities

where V is the set of all values.

𝒒𝒒𝐸𝐸 = [𝜂𝜂 𝑢𝑢, 𝑣𝑣 , … , 𝜂𝜂 𝑤𝑤, 𝑣𝑣 ]⊺= [
𝑓𝑓𝑖𝑖𝑏𝑏𝑞𝑞 𝑢𝑢, 𝑣𝑣
𝑓𝑓𝑖𝑖𝑏𝑏𝑞𝑞 𝑣𝑣

, … ,
𝑓𝑓𝑖𝑖𝑏𝑏𝑞𝑞 𝑤𝑤, 𝑣𝑣
𝑓𝑓𝑖𝑖𝑏𝑏𝑞𝑞 𝑣𝑣

]⊺,∀𝑢𝑢,𝑤𝑤 ∈ 𝑉𝑉\𝑣𝑣



CBRW: Integrating the Two Outlier Factors

• Learning value outlierness from 
data with non-IID values

• Map two outlier factors into a value-
value graph

• Stationary probabilities of random 
walks at value nodes as value 
outlierness



Direct Outlier Detection Performance



Outlying Feature Selection Performance



Conclusions

• Learning value outlierness from data with non-IID values
• Intra-feature and inter-feature outlier factors

• Different applications
• Direct outlier detection: Significantly outperform other detectors in complex data

• Feature selection: Substantially improve AUC and efficiency performance of 
existing OD methods



Non-IID Value-to-Feature-based 
Approach II
Guansong Pang, Longbing Cao, Ling Chen, Huan Liu. Learning Homophily Couplings 
from Non-IID Data for Joint Feature Selection and Noise-Resilient Outlier Detection. 
IJCAI 2017.



Motivation (1/2) 

• Outliers are masked by noisy features

ID … Education Income Cheat?

1 … master low yes

2 … master medium no

3 … master high no

4 … master medium no

5 … master high no

6 … PhD high no

7 … bachelor high no

Noisy 
features

Relevant 
features



Motivation (2/2) 

• Existing solutions: subspace/feature selection + OD

• Subspace/feature selection is independent from OD
• Noisy features bias the subspace/feature search
• Not optimal w.r.t. subsequent OD method

• Our solution: Simultaneous feature selection and outlier detection
• Wrapper approach for this joint optimization

Filter 
approach



WrapperOD Framework
Wrapper approach for joint optimization of feature selection and OD

Challenge 1: how to ensure the outlier scoring efficacy
Challenge 2: how to evaluate the outlier ranking without class labels



The WrapperOD Instance: HOUR Scoring 
Function (1/3)
• The scoring function should at least be

• Sufficiently resilient to noisy features
• Very efficient

• Homophily couplings between outlying values

Concurrent
Outlying 

behaviors

Randomly co-
occurring noisy 

behaviors



The WrapperOD Instance: HOUR Scoring 
Function (2/3)

Simplified CBRW:
𝛿𝛿 𝑣𝑣22 𝜂𝜂 𝑣𝑣32, 𝑣𝑣22 → 𝛿𝛿 𝑣𝑣32 𝛿𝛿 𝑣𝑣22

Leading to random walks on 
undirected value graph

• Efficient closed-form solution



The WrapperOD Instance: HOUR Scoring 
Function (3/3)
• Homophily coupling learning – stage I

• Homophily coupling learning – stage II



The WrapperOD Instance: HOUR Outlier 
Ranking Quality Evaluation
• Average outlierness margin between top-k objects and the rest of 

objects

where x’ is the data object ranked in the median position in the rest of 
(N - k) objects

Recursive backward feature elimination is used for generating the 
feature subset S



Comparing to State-of-the-art Detectors



Comparing to State-of-the-art FS + Detectors



Sensitivity Test



Scalability Test



Conclusions

• This the first wrapper approach for outlier detection

• The simultaneous optimization scheme enables HOUR to work well in 
very noisy scenarios

• Significantly better top-k outlier detection

• Good stability and scalability

• Source code will be available at
https://sites.google.com/site/gspangsite/sourcecode



Out-of-Distribution Detection



Conclusions & Prospects



Non-IID Learning: A Challenging Problem

• Data non-IIDness
• Data sampling
• Non-IID similarity/dissimilarity 

metrics/measures
• Non-IID representations
• Model structure
• Objective functions
• Result interpretation
• New perspectives

O1, O2, O3 share different distributions
d3 = ||O3- O||

= || O3(r13,r23) – O(d1,d2) ||

O1, O2, O3 are iid
d3 = ||O3- O||

L. Cao. Beyond i.i.d.: Non-IID Thinking, Informatics, and 
Learning, IEEE Intelligent Systems, 37:4, 3-15, 2022



IID to non-IID space

L. Cao. Beyond i.i.d.: Non-IID 
Thinking, Informatics, and 
Learning, IEEE Intelligent 
Systems, 37:4, 3-15, 2022



Aspects of 
Non-IIDness

L. Cao. Beyond i.i.d.: Non-
IID Thinking, Informatics, 
and Learning, IEEE 
Intelligent Systems, 37:4, 
3-15, 2022

Longbing Cao. Coupling 
Learning of Complex 
Interactions, Journal of 
Information Processing 
and Management, 51(2): 
167-186 (2015)

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/JIPM-online.pdf


Hierarchical Non-IIDness

Longbing Cao. Coupling 
Learning of Complex 
Interactions, Journal of 
Information Processing 
and Management, 51(2): 
167-186 (2015)

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/JIPM-online.pdf


Some Fundamental Issues

• How can we determine whether a dataset is IID or non-IID?
• Whether association, correlation, causality, dependency, 

uncertainty/randomness cover all relationships?
• Real-life problems often involve multiple sources (views, modals, 

tasks, etc.) of data, are they ID?
• What do we mean by ‘heterogeneity’? Does `identically distributed’ 

mean `homogeneity’?
• What do we mean by `independence’ in a broad sense?



Some Fundamental Issues

• Are KNN, SVM, decision tree, classic ensemble methods IID?
• Does classic transfer learning capture non-IIDness?
• In probabilistic graphical modeling, how non-IIDness is modelled?
• Do deep neural networks capture non-IIDness? To what extent?
• …



Non-IID 
representati

on

No-IID …

Non-IID 
outlier 

detection

Non-IID 
behavior 
analytics

Non-IID 
recommend

er system

Non-IID 
signal 

processing

Non-IID 
clustering

Non-IID 
feature 

engineering

Non-IIDnessNon-IID  
classification
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processing
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IID to Non-IID Learning Systems

Non-IID rule 
learning

IID learning

IIDness
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IID Systems

Non-IID Systems

Non-IID 
federated 
learning

Out-of-
distribution 

learning





Thank You 
Very Much

Comments & suggestions:
Longbing.Cao@uts.edu.au

Data Science Lab:
www.datasciences.org
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