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Domain-Driven Data Mining: Challenges
and Prospects

Longbing Cao, Senior Member, IEEE

Abstract—Traditional data mining research mainly focus]es on developing, demonstrating, and pushing the use of specific algorithms
and models. The process of data mining stops at pattern identification. Consequently, a widely seen fact is that 1) many algorithms
have been designed of which very few are repeatable and executable in the real world, 2) often many patterns are mined but a major
proportion of them are either commonsense or of no particular interest to business, and 3) end users generally cannot easily
understand and take them over for business use. In summary, we see that the findings are not actionable, and lack soft power in
solving real-world complex problems. Thorough efforts are essential for promoting the actionability of knowledge discovery in real-
world smart decision making. To this end, domain-driven data mining (D*M) has been proposed to tackle the above issues, and
promote the paradigm shift from “data-centered knowledge discovery” to “domain-driven, actionable knowledge delivery.” In DM,
ubiquitous intelligence is incorporated into the mining process and models, and a corresponding problem-solving system is formed as
the space for knowledge discovery and delivery. Based on our related work, this paper presents an overview of driving forces,
theoretical frameworks, architectures, techniques, case studies, and open issues of D?. We understand D? M discloses many critical
issues with no thorough and mature solutions available for now, which indicates the challenges and prospects for this new topic.

Index Terms—Data mining, domain-driven data mining (D3M), actionable knowledge discovery and delivery.
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1 INTRODUCTION

sone of the most active areas in information technology,

data mining and knowledge discovery (data mining or
KDD for short) has resulted in probably thousands of
algorithms and models. At the mean time, we have seen an
extreme imbalance between the number of published
algorithms versus those really workable in the business
environment. Surveys of data mining for business applica-
tions following the above paradigm in various domains [15]
have shown that findings cannot make themselves execu-
table in the real world. That is to say, there is a big gap
between academic objectives and business goals, and
between academic outputs and business expectations. This
runs counter to the experiment-based nature and value of
KDD as a discipline, which is supposed to enable smart
business intelligence for smart decisions in production.

If we scrutinize the reasons for the existing gaps, we can
probably point out many things. For instance, academic
researchers do not really understand the needs of business
people, and do not take the business environment into
account. Data mining algorithms and tools generally only
focus on the discovery of patterns satisfying expected
technical significance.

Compared to the relatively mature situation of algorithm
innovation, it is timely and worthwhile to review the major
issues surrounding the “gap” that blocks the step of KDD
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into wider business use. Furthermore, serious efforts should
be made to develop workable methodologies, techniques,
and case studies to promote another round of booming
research and development of data mining in real-world
problem solving. In recent years, researchers with strong
industrial engagement have realized the need to shift from
“data mining” to “knowledge discovery” [20], [1], [19].
Targeting real-world problem solving, knowledge discov-
ery is further expected to migrate into actionable knowledge
discovery and delivery (AKD). AKD aims to deliver knowl-
edge that is business friendly, and which can be taken over
by business people for seamless decision making.

To bridge the gap and enhance real-world problem-
solving capabilities, it is necessary to take a critical view of
KDD, such as from microeconomic [23] and system
perspectives, and to develop fundamental and workable
methodologies and frameworks [17] to support AKD.
Motivated by lessons learned in tackling complex enterprise
data mining applications, and through scrutinizing both
macrolevel and microlevel issues and requirements in AKD,
we have proposed the methodology of Domain-Driven Data
Mining (D*M) [10], [11], [3], [16], which surmounts the
traditional data-centered pattern mining framework, for
guiding AKD in a complex environment. Since then,
intensive studies have been conducted on theoretical
development such as general architectures supporting
actionable knowledge discovery [17], and techniques such
as combined mining [41] and postmining [40]. We have also
applied D3M in tackling real-world problems in govern-
ment debt prevention in social security [13] and developing
actionable trading strategies and trading agents [14], [4], [9].

AKD is critical in promoting and releasing the produc-
tivity of KDD for smart information extraction, business
operations, and decision making. Both SIGKDD and ICDM
panelists have identified it as one of the great challenges in
developing the next-generation KDD methodologies and
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systems [1], [19]. The research on D3M, targeting AKD,
discloses unprecedented opportunities for developing next-
generation data mining methodology and infrastructure,
which foster the potential of paradigm shift from “data-
driven hidden pattern mining” to “domain-driven actionable
knowledge delivery,” and promote the widespread acceptance
of KDD in real business use as extensively as possible.
However, we clearly understand that it is not yet at the
stage of delivering complete and mature solutions for AKD.
The studies on D*M actually open many new (and existing)
research issues, which disclose the need of significant
commitment from not only the KDD community but also
many related disciplines.

In this paper, rather than introducing specific accomplish-
ments made on D3M, we focus on presenting a systematic
overview of concepts, challenges, techniques, and prospects
of D3M. In Section 2, we discuss issues in traditional data
mining and present a multidimensional requirement on
domain-driven actionable knowledge discovery. Section 3
discusses the concept and fundamental framework of DM
involving ubiquitous intelligence, evaluation systems, and
delivery for D? M. In Section 4, we summarize several system
architectures and techniques supporting D*M. Four case
studies are briefed in Section 5 to illustrate the use of D3M in
handling real-world problems. Section 6 briefly discusses
open issues and trends of D3M research and development.
We conclude this paper in Section 7.

2 D3M DRIVING FORCES

2.1 Issues of Traditional Data Mining Studies

Existing efforts related to AKD mainly focus on developing
more effective interestingness metrics [21], [24], converting
and summarizing learned rules through postanalysis and
postmining [40], and the combination of multiple relevant
techniques [25].

The main efforts of developing effective interestingness
metrics focus on objective technical interestingness metrics
(t,()) [21], [24]. They aim to capture the complexities of pattern
structure and statistical significance. Other work appreciating
subjective technical measures (t,()) [28], [30], [34] also
recognizes to what extent a pattern is of interest to particular
user preferences. For example, probability-based belief is used to
describe user confidence in unexpected rules [30]. There is
very limited research on developing business-oriented
interestingness, for instance, profit mining [36].

The related work on developing alternative interesting-
ness measures focuses on the technical interestingness only
[29]. Emerging research on general business-oriented inter-
estingness is isolated from the technical significance. A
question to be asked is “what makes interesting patterns
actionable in the real world?” For that, knowledge action-
ability can be marked as the general interestingness
measurement of both technical and business-oriented interest-
ingness from both objective and subjective perspectives [12].

To promote the transformation from data mining to
knowledge discovery [20], postanalysis, and postmining
have been the main approach to filter/prune rules and
summarize learned rules [27], reduce redundancy [25], or
match against expected patterns by similarity/difference. A
recent highlight is to extract actions from learned rules by
splitting attributes into “hard/soft” [38] or “stable/flexible”
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[35] to extract actions that may improve the loyalty or
profitability of customers. However, most existing post-
analysis and postmining focuses on association rules or the
combination with specific methods such as classification.
This limits the actionability of learned actions and the
generalization of proposed approaches.

In recent years, the combination of relevant algorithms
has emerged as a powerful tool for identifying more
effective patterns. Typical work consists of a combination
of two or more methods. For instance, class association rules
(or associative classifiers) build classifiers on association rules
[22]. In [31], clustering is used to reduce the number of
learned association rules. Williams and Huang [37] propose
the hot spot method to cluster very large data sets; decision
trees are then used for rule induction. In [16], a compre-
hensive overview is drawn on combined mining, including
approaches of combining multiple data sources, multiple
features, and multiple methods for more informative
combined patterns.

In summary, the issues surrounding traditional data
mining studies can be categorized as follows:

e Real-world business problems are often buried in
complicated environments and factors. The environ-
mental elements are often filtered or largely simpli-
fied in traditional data mining research. As a result,
there is a big gap between a syntactic system and its
actual target problem. The identified patterns cannot
be used for problem solving.

e Even though good data mining algorithms are
important, any real-world data mining is a problem-
solving process and system. It involves many other
businesses such as catering for user interactions,
environmental factors, connected systems, and deli-
verables to business decision makers.

e  Existing work often stops at pattern discovery, which
is mainly based on technical significance and inter-
estingness. Business concerns are not considered in
assessing patterns. Consequently, the identified
patterns are predominantly of technical interest.

e  There are often many patterns mined but they are not
informative and transparent to business people, who
cannot easily obtain the truly interesting patterns for
their businesses.

e A large proportion of the identified patterns may be
either commonsense or of no particular interest to
business needs. Business people feel confused by
why and how they should care about those findings.

e Actions extracted or summarized through postana-
lysis and postprocessing without considering business
concerns do not reflect the genuine expectations of
business needs, and therefore cannot support smart
decision making.

e Business people often do not know, and are also not
informed how to interpret and use/execute them and
what straightforward actions can be taken to engage them
in business operational systems and decision making.

e Often algorithms are delivered, but they are not
executable and operable in the business system. No
effective tools are provided to convert models to
executables that can be integrated into production
systems.
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They greatly contribute to the significant gap between data
mining research and applications, the weak AKD cap-
ability, and the bottlenecks of widespread deployment of
data mining.

2.2 Multidimensional Requirements on AKD

AKD is important because of multiple dimensions of
requirements on both macrolevel and microlevel from
real-world applications.

On the macrolevel, issues are related to methodological
and fundamental aspects. For instance, an intrinsic differ-
ence exists in academic thinking and business expectation.
An example is that researchers usually are interested in
innovative pattern types, while practitioners care about
getting a problem solved. A strategic position needs to be
taken as to whether to focus on a hidden pattern mining
process centered by data, or an AKD-based problem-
solving system as the deliverable. The following typical
macrolevel issues need to be addressed: environment,
human, process, infrastructure, dynamics, evaluation, risk
policy, and deliverable.

e Environment: Refer to any factors surrounding data
mining models and systems, for instance, domain
factors, constraints, expert groups, organizational
factors, social factors, business processes, and work-
flows. They are inevitable and important for AKD.
Some factors such as constraints have been consid-
ered in current data mining research, but many
others have not. It is essential to represent, model,
and involve them in AKD systems and processes.

e Human role: To handle many complex problems,
human-centered and human-mining-cooperated
AKD is crucial. Critical problems related to this
include how to involve domain experts and expert
groups into the mining process, and how to allocate
the roles between human and mining systems.

e  Process: Real-world problem solving has to cater for
dynamic and iterative involvement of environmental
elements and domain experts along the way.

e Infrastructure: The engagement of environmental
elements and humans at runtime in a dynamic and
interactive way requires an open system with closed-
loop interaction and feedback. AKD infrastructure
should provide facilities to support such scenarios.

e Dynamics: To deal with the dynamics in data
distribution from training to testing and from one
domain to another, in domain and organizational
factors, in human cognition and knowledge, in the
expectation of deliverables, and in business pro-
cesses and systems.

e Evaluation: Interestingness needs to be balanced
between technical and business perspectives from
both subjective and objective aspects; special atten-
tion needs to be paid to deliverable formats, and its
actionability and generalizable capability, as well as
the support from domain experts.

e Risk: Risk needs to be measured in terms of its
presence and then magnitude, if any, in conducting
an AKD project and system.

e Policy: Data mining tasks often involve policy issues
such as security, privacy, and trust existing not only
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in the data and environment, but also in the use and
management of data mining findings in an organi-
zation’s environment.

e Delivery: Determining the right form of delivery and
presentation of AKD models and findings so that
end users can easily interpret, execute, utilize, and
manage the resulting models and findings, and
integrate them into business processes and produc-
tion systems.

On the microlevel, issues related to technical and
engineering aspects supporting AKD need to be addressed.
Aiming at an AKD-based problem-solving system, we then
need to develop facilities for involving system dynamics,
the system environment, and interactions in data mining.
For instance, to involve environmental elements, what tools
are necessary for engaging business processes, organiza-
tional factors, and constraints in data mining? The follow-
ing lists a few dimensions that address these concerns:
architecture, process, interaction, adaptation, actionability,
and deliverable.

e  Architecture: AKD system architectures need to be
effective and flexible for incorporating and consoli-
dating specific environmental elements, AKD pro-
cesses, evaluation systems, and final deliverables.

e Process: Tools and facilities supporting the AKD
process and workflow are necessary, from business
understanding, data understanding, and human-
system interaction to result assessment, delivery,
and execution of the deliverables.

e Interaction: To cater for interaction with business
people along the way of ADK process, appro-
priate user interfaces, user modeling, and servi-
cing are required to support individuals and
group interactions.

e Adaptation: Data, environmental elements, and
business expectations change all the time. AKD
systems, models, and evaluation metrics are re-
quired to be adaptive for handling differences and
changes in dynamic data distributions, cross do-
mains, changing business situations, and user needs
and expectations.

e Actionability: What do we mean by “actionability?”
How should we measure it? What is the trade-off
between technical and business sides? Do subjective
and objective perspectives matter? This requires
essential metrics to be developed.

e Deliverable: End users certainly feel more comfor-
table if the models and patterns delivered can be
presented in a business-friendly way and be compa-
tible with business operational systems and rules. In
this sense, AKD deliverables are required to be
easily interpretable, convertible into or presented in
a business-oriented way such as business rules, and
be linked to decision-making systems.

3 D3M Theoretical Framework
3.1 D3’M Basic Concepts

Real-world data mining is a complex problem-solving
system. The main objective of DM is to enhance the
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TABLE 1
Working Principle

Aspects Data-Driven Domain-Driven

Rationale Data tells the story Data and ubiquitous intelligence disclose problem-solving solutions
Objective Innovative and effective algorithms  Effective problem-solving

Data Abstract, synthetic and refined data  Real-life data and surrounding information

Process One-off Multiple-step, iterative and interactive on demand

Mechanism Automated Human-centered or human-mining-cooperated

Infrastructure  Closed pattern mining systems Closed-loop problem-solving systems in open environment
Usability Predefined models and processes Ad-hoc, dynamic and customizable models and processes
Deliverable Patterns Business-friendly decision-support actions

Deployment  Solid validation Well-founded artwork in problem-solving

Evaluation Technical metrics Tradeoff between technical significance and business expectation

actionability of identified patterns for problem solving. The
term “actionability” measures the ability of a pattern to prompt
a user to take concrete actions to his/her advantage in the real
world. It mainly measures the ability to suggest business
decision-making actions.

Let DB be a database collected from business problems
(¥), X ={x1,X2,...,x,} be the set of items in the DB,
where x; (I=1,...,L) be an item set, and the number of
attributes (v) in DB be S. Suppose E = {ej,es,...,ex}
denotes the environment set, where e; represents a
particular environment setting for AKD. Further, let M =
{m1,mq,...,my} be the data mining method set, where m,,
(n=1,...,N)is a method. For the method m,, suppose its
identified pattern set P™ = {p{",py",...,pj"} includes all
patterns discovered in DB, where p" (v = 1,...,U) denotes
a pattern discovered by the method m,,. From the viewpoint
of systems and microeconomy, AKD is an optimization
problem-solving process from business problems (¥, with
problem status 7) to problem-solving solutions (®) with
certain objectives in a particular environment. From the
modeling perspective, such a problem-solving process is a
state transformation from source data DB(¥ — DB) to
resulting pattern set P(® — P).

~’US>_>P(f17--'7fQ)7 (1)

where v, (s = 1,...,5) are attributes in the source data DB,
while f, (g=1,...,Q) are features used for mining the
pattern set P.

_ The goal of D*M is to identify actionable patterns. Let
P ={p1,ps,...,pz} be an Actionable Pattern Set mined by the
method m, for a given problem ¥ (its data set is DB), in
which each pattern p. is actionable for the problem solving if
it satisfies the following conditions:

¥ — & :: DB(vy,..

e t;(p.) >t;; indicating the pattern p. satisfying
technical interestingness ¢; with threshold ¢; o;

e b(p,) > b;p; indicating the pattern p, satisfying
business interestingness b, with threshold b;;

Amy(p-)
R:m — T

the pattern can support business problem solving
(R) by taking action A, and transform the problem
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status from initially nonoptimal state 7; to greatly
improved state 7.

Therefore, the discovery of actionable knowledge on data
set DB is an iterative optimization process toward the
actionable pattern set P.

AKD:DB™5' P2 o P (2)

Correspondingly, the AKD is a procedure to find the

Actionable Pattern Set P through employing all valid
methods M. Its mathematical description is as follows:

AKD™ M — O,cpInt(p), (3)

where P = P™UP™ ... ,UP™, Int(.) is the evaluation
function, O(.) is the optimization function to extract those
D € P where Int(p) can beat a given benchmark.

The main task of D*M is to develop AKD-oriented
problem-solving systems. AKD-oriented D?M, on top of the
data-driven framework, aims to complement the short-
comings of traditional data mining, through developing
proper methodologies and techniques to incorporate do-
main knowledge, user needs, the human role and interac-
tion, as well as actionability measures into KDD process
and systems. It is data and domain intelligence working
together to disclose a hidden story to business, and to
satisfy real user needs. End users hold the final decision in
evaluating the findings and business deliverables. Table 1
compares major aspects under the research of traditional
data-driven and domain-driven data mining.

3.2 D3M Ubiquitous Intelligence

In order to make D3M systems deliver business-friendly
and decision-making rules and actions that are of also solid
technical significance, D3 M caters for the effective involve-
ment of the following ubiquitous intelligence surrounding
AKD-based problem solving.

3.2.1 In-Depth Data Intelligence

Data Intelligence tells interesting stories or uncovers indica-
tors about a business problem hidden in the data. Even
though mainstream data mining focuses on substantial
investigation of various data for interesting hidden patterns
or knowledge, the real-world data and surroundings are
usually much more complicated.
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e data type such as numeric, categorical, XML, multi-
media, and composite data;

e data timing such as temporal and sequential;

e data spacing such as spatial and temporal-spatial;

e data speed and mobility such as high frequency,
high density, dynamic data, and mobile data;

e data dimension such as multidimensional, high-
dimensional data, and multiple sequences;

e data relation such as multirelational data and
linkage record;

e data quality such as missing data, noise, uncertainty,
and incompleteness; and

e sensitivity such as mixing with sensitive information.

Deeper and wider analysis in data and knowledge
engineering is required to mine for in-depth data intelli-
gence in complex data. Traditional data mining needs to be
further developed for processing and mining real-world
data complexities such as multidimensional data, high-
dimensional data, mixed data, distributed data, and
processing and mining unbalanced, noisy, uncertain, in-
complete, dynamic, and stream data.

Fundamental underpinnings for dealing with real-life
data complexities consist of data quality enhancement to
enhance data quality and readiness for pattern mining, data
matching and integration to match/integrate data from
multiple heterogeneous data sources, information coordina-
tion to access multiple data sources through coordination
techniques such as multiagent coordination, feature extrac-
tion such as extracting and representing features mixing
semistructured or ill-structured data with structured data,
parallel computing for processing multiple sources of high
frequency data in parallel, collective intelligence of data such
as through aggregating intelligence identified in individual
data sources, dimension reduction to reduce the number of
dimensions to a handleable level, space mapping such as
mapping an input space to a feature hypersphere, computa-
tional complexity of data such as engaging quantum
computing for more efficient computation, and data policy
such as privacy and security processing during pattern
mining while protecting sensitive information from dis-
closure, and so on.

3.2.2 Domain Intelligence

Domain Intelligence emerges from domain factors and
resources that not only wrap a problem and its target data
but also assist in problem understanding and problem
solving. Domain intelligence involves qualitative and quan-
titative aspects. These are instantiated in terms of aspects
such as domain knowledge, background information, prior
knowledge, expert knowledge, constraints, organization
factors, business process, and workflow, as well as environ-
ment intelligence, business expectation, and interestingness.

DM highlights the role of domain intelligence in
actionable knowledge discovery and delivery. To incorpo-
rate domain intelligence into data mining, the following
theoretical underpinnings are essential: formal modeling of
domain factors and resources, interaction design to provide
interfaces and channels for interactions between domain
experts and a data mining system at the running time,
representation and involvement of domain knowledge into the
data mining system, involving domain factors in the data

Authorized licensed use limited to: University of Technology Sydney. Downloaded on August 13,2010 at 10:22:41 UTC from IEEE Xplore. Restrictions apply.

759

mining model and process to study techniques and tools for
incorporating domain factors into data mining models and
process, catering for business process and workflow in the
mining process, business interestingness to measure the
pattern importance of business interest, and the trade-off
strategies for filtering patterns of both technical and
business importance.

In particular, domain knowledge in business fields often
takes forms of precise knowledge, concepts, beliefs, rela-
tions, or vague preference and bias. The integration of
domain knowledge is subject to how it can be represented
and filled into the knowledge discovery process. Ontologi-
cal engineering and semantic web can be used for
representing such forms from both syntactic and semantic
perspectives. For example, ontology-based specifications
can be developed to build a business ontological domain
representing domain knowledge that can be mapped to a
low-level domain for a mining system.

3.2.3 Network Intelligence

Network Intelligence emerges from both web intelligence [42]
and broad-based network intelligence such as information
and resources distribution, linkages among distributed
objects, hidden communities and groups, information and
resources from network and in particular the web,
information retrieval, searching, and structuralization from
distributed and textual data. The information and facilities
from the networks surrounding the target business problem
either consist of the problem constituents, or can contribute
to useful information for actionable knowledge discovery.
Therefore, they should be catered for in AKD.

In saying “network intelligence,” we expect to fulfill the
power of network information and facilities for data mining
in terms of, but not limited to, the following aspects:

e discovering the business intelligence in networked

data related to a business problem,

e discovering networks and communities existing in a

business problem and its data,

e involving networked constituent information in

pattern mining on target data, and

e utilizing networking facilities to pursue information

and tools for AKD.

To incorporate the above networked information or
facilities into data mining, fundamental underpinnings
such as the following aspects are important: application
integration to link applications for data collection and
integration, data gateway and management for accessing/
mining local data, data and feature fusion for fusing data and
features, distributed computing for mining local data,
information retrieval and searching for retrieving and search-
ing data from the network, distributed data mining (DDM) for
mining distributed data sets, combined mining to mine for
patterns consisting of subpatterns from individual data sets,
linkage analysis for mining links and networks in the
networked data, group formation for identifying commu-
nities and groups in data, and data mobility to mine for
patterns in mobile network data.

3.2.4 Human Intelligence

Human Intelligence refers to 1) explicit or direct involve-
ment of human empirical knowledge, belief, intention,
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expectation, runtime supervision, evaluation, and expert
groups into AKD; 2) implicit or indirect involvement of
human intelligence such as imaginary thinking, emotional
intelligence, inspiration, brainstorm, reasoning inputs, and
embodied cognition like convergent thinking through
interaction with other members in dynamic data mining
and assessing identified patterns.

In enterprise data mining, both individuals and groups
may be involved in the data mining process, which involves
both intrapersonal and interpersonal levels of human
intelligence. The interpersonal level of human intelligence
is also discussed in human social intelligence. An example
is an interactive system for the mining and understanding
of abnormal cross-market trading behavior within a large
exchange. A group of domain analysts who are familiar
with relevant market models and cases are involved in
tuning the models and evaluating the mined patterns. These
experts sometimes discuss with each other and come up
with refined parameters and models.

To involve human intelligence in AKD, many issues
need to be studied. Interactive data mining [2] and human-
centered interactive data mining deal with interface design
and major roles played by humans in pattern mining. For
complex cases, human-centered data mining or human-aided
data mining are essential for incorporating human intelli-
gence. Fundamental studies are essential on representing,
modeling, processing, analyzing, and engaging human
intelligence into AKD process, models, and deliverables.
Typical challenges such as dynamic involvement, cognitive
emergence, group-based involvement and divergence of
opinions, and consensus building are important for hand-
ling complex and unclear data mining applications.

To support the involvement of human intelligence for
AKD, the following techniques are essential: dynamic user
modeling to capture user characteristics and inputs into data
mining systems, online user interaction supporting online
users to interact with a data mining system remotely, group
decision making in pattern discovery such as involving a
group of domain experts to evaluate and filter the identified
patterns, adaptive interaction for users to adapt to the pattern
discovery process and for models to adapt to user thinking
and decisions, distributed interaction catering for multiple
users to interact with models and each other on pattern
discovery and evaluation, and consensus building for a group
of users to form optimal and mutually agreed findings by
dealing with thinking convergence and divergence.

3.2.5 Social Intelligence

Social Intelligence refers to the intelligence that lies behind
group interactions, behaviors, and corresponding regula-
tion. Social intelligence covers both human social intelli-
gence and animat/agent-based social intelligence. Human
social intelligence is related to aspects such as social
cognition, emotional intelligence, consensus construction,
and group decision. Animat/agent-based social intelligence
involves swarm intelligence, action selection, and the
foraging procedure. Both sides also engage social network
intelligence and collective interaction, as well as business
rules, law, trust, and reputation for governing the emer-
gence and use of social intelligence.

In mining patterns in complex data and social environ-
ments, both types of social intelligence are essential in many
aspects, for instance,
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e the use of human social intelligence for supervised
data mining and evaluation;

e the establishment of social data mining software on
the basis of software agents, for instance, multiagent
data mining and warehousing, to facilitate human-
model interaction, group decision making, self-
organization and autonomous action selection by
data mining agents;

e developing performance evaluation models includ-
ing trust and reputation models to evaluate and
maintain the quality of social data mining software;
and

e project management, business process management,
and finding delivery from a data analyst to an
operational department.

The engagement of social intelligence in data mining
relies on fundamental techniques such as: social computing
studying social software supporting data mining, software
agent technology developing agent-based data mining sys-
tems, swarm and collective intelligence looking after swarm-
based optimization and self-organization that can be very
important in autonomous distributed data mining, diver-
gence and convergence of thinking to construct consensus in
social network for mining and evaluating patterns, and agent
mining [8] to utilize multiagents to enhance data mining.

3.2.6 Intelligence Metasynthesis

In the above, we state the needs and techniques for
incorporating ubiquitous intelligence into the data mining
process and systems to enhance knowledge discovery. It is
often more difficult to have everything well integrated in a
data mining system, in addition to the challenges of
modeling and involving specific intelligence. New data
mining methodologies and techniques need to be devel-
oped to cater for the ubiquitous intelligence.

There are some requirements for the methodologies
supporting the integration of ubiquitous intelligence, for
instance, facilitating the human-model interaction and
interactive data mining in a mining process-oriented,
distributed, online, and group-based manner; supporting
human-centered data mining in the sense that a group of
human experts form the constituent of a data mining
system and infrastructure, for instance, experts call and
adjust models to mine for initial patterns and further call for
the next step of postmining for more actionable patterns by
supervising the pattern extraction and business-friendly
deliverables; suitability for developing social data mining
software that caters for social interaction, group behavior,
and collective intelligence in the system.

An optional methodology is Intelligence Metasynthesis,
which has been proposed to study open complex giant
systems [32], [33]. It has been further expanded to handle
open complex intelligent systems [6]. The main idea of the
methodology is to develop a metasynthesis space (m-space)
supporting metasynthetic interaction (m-interaction) and
computing (m-computing) [7]. The methodology actually
fosters an m-space for metasynthetic interaction and
integration of ubiquitous computing techniques, including
data and knowledge engineering, human-centered comput-
ing, organizational computing, social computing, behavior
computing, and network computing.
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The principle of intelligence metasynthesis is helpful for
involving, synthesizing, and using ubiquitous intelligence
surrounding actionable knowledge discovery in complex
data. The future work is to apply the theory into developing
an m-space which engages and facilitates the above
intelligence through supporting a human-centered and
human-machine-cooperated problem-solving process and
group-based interaction and decision. An m-space is able to
support human-centered data mining, dynamic and dis-
tributed interaction, group-based problem solving, enga-
ging human knowledge and role in modeling and
evaluation, by satisfying domain knowledge, constraints,
and organizational factors.

To support AKD, an m-space needs many m-computing
facilities, for instance,

e mechanisms for acquiring and representing un-
structured, ill-structured, and uncertain knowledge
such as empirical knowledge stored in domain
experts’ brains;

e mechanisms for acquiring and representing expert
thinking such as imaginary thinking and creative
thinking in group heuristic discussions;

e mechanisms for acquiring and representing group/
collective interaction behavior and impact emer-
gence, such as behavior informatics; and

e mechanisms for modeling learning-of-learning, i.e.,
learning other participants” behavior which is the
result of self-learning or ex-learning, such as learn-
ing evolution and intelligence emergence.

3.3 D’M Evaluation System

The DM evaluation system caters for significance and
interestingness (Int(p)) of a pattern (p) from both technical
and business perspectives. Int(p) is measured in terms of
technical interestingness (t;(p)) and business interestingness

(bi(p)) [12].
Int(p) = I(ti(p), bi(p)), (4)

where I(.) is the function for aggregating the contributions
of all particular aspects of interestingness.

Further, Int(p) is described in terms of objective(o) and
subjective(s) factors from both fechnical(t) and business(b)
perspectives.

Int(p) = 1(to(), ts(), bo(), b5 ()), ()

where t,() is objective technical interestingness, () is
subjective technical interestingness, b,() is objective busi-
ness interestingness, and bs() is subjective business
interestingness.

We say p is truly actionable (i.e., p) to both academia and
business if it satisfies the following condition:

Int(p) = to(x,D) Ats(x,P) Abo(x,D) A bs(x,p), (6)

where “A” indicates the interestingness “aggregation.”

In general, £,(), t5(), bo(), and b,() of practical applications
can be regarded as independent of each other. With their
normalization (expressed by "), we can get:

Int(p) - j(t;()v ;()7170()7 As())
) ~

. . - (7)
= ato() + Bts() + vbo() + 6bs().
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The AKD optimization problem in D*M can be ex-
pressed as follows:

AK DM O p(Int(p))
— O(ato() + O(BE()) + O(1B,()) + O(8bs()).

The actionability of a pattern p is measured by act(p):

(8)

act(p) = Opep(Int(p))
— O(aty(p) + O(BE;(p)) + O(1bo(p)) + O(6b,(p))
— tgct + t?ct + bzct + bzct

s t?ct + b?ct7

9)

where ¢, ¢, b, and b’ measure the respective
actionable performance in terms of each aspect.

Due to the inconsistency often existing at different
aspects, we frequently find that the identified patterns only
fit in one of the following subsets:

Int(p) — ({17, 5}, {00, b,

10
e ey,

where “—” indicates the corresponding element is not
satisfactory. Ideally, we look for actionable patterns p that
can satisfy the following condition:

IF
Vp e P,3x: to(x,p) Ats(x,p) A by(x,p) (1)
Abs(x,p) — act(p),
THEN:
p—D (12)

In real-world data mining, it is often very challenging to
find the mostactionable patterns that are associated with both
“optimal” ¢ and “optimal” b!“. Clearly, D3M favors
patterns confirming the relationship {¢,b¢*}. There is a
need to deal with possible conflict and uncertainty among
respective interestingness elements. Technically, there is an
opportunity to develop techniques to balance and combine all
types of interestingness metrics to generate uniform, ba-
lanced, and interpretable mechanisms for measuring knowl-
edge deliverability. Under sophisticated situations, domain
experts from both computation and business areas need to
interact with each other, ideally through an m-space with
intelligence metasynthesis facilities such as letting one run
models with quantitative outcomes to support discussions
with other experts. If ¢;() and b;() are inconsistent, experts
argue and compromise with each other through m-interac-
tions in the m-space, such as happens in a board meeting, but
with substantial online resources, models, and services.

3.4 D?M Delivery System

Well-experienced data mining professionals attribute the
weak executable capability of existing data mining findings
to the lack of proper tools and mechanisms for implement-
ing the ideal deployment of the resulting models and
algorithms by business users rather than analysts. In fact,
the barrier and gap comes from the weak, if not nonexistent,
capability of existing data mining deployment systems,
found in presentation, deliverable, and execution aspects.
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They form the D3 M delivery system, which is much beyond
the identified patterns and models themselves.

e DPresentation: studies how to present data mining
findings that can be easily recognized, interpreted,
and taken over as needed.

o Deliverable: studies how to deliver data mining
findings and systems to business users so that the
findings can be readily reformated, transformed, or
cut and pasted into their own business systems and
presentation on demand, and the systems can be
understood and taken over by end users.

e Execution: studies how to integrate data mining
findings and systems into production systems, and
how the findings can be executed easily and
seamlessly in an operational environment.

Supporting techniques need to be developed for AKD

presentation, deliverable, and execution. For instance, the
following lists some such techniques.

e Presentation: typical tools such as visualization
techniques are essentially helpful; visual mining
could support the whole data mining process in a
visual manner.

e Deliverable: business rules are widely used in
business organizations, and one method for deliver-
ing patterns is to convert them into business rules;
for this, we can develop a tool with underlying
ontologies and semantics to support the transfer
from pattern to business rules.

e  Execution: tools to make deliverables executable in an
organization’s environment need to be developed;
one such effort is to generate PMML to convert models
to executables so that the models can be integrated
into production systems, and run on a regular basis to
provide cases for business management.

4 DM ARCHITECTURES AND TECHNIQUES

To support the involvement of ubiquitous intelligence and
the delivery of actionable knowledge, it is essential to
develop effective system architectures for constructing AKD
systems, and effective techniques for supporting D3 M.

41 D’M Architectures

From the system viewpoint, we summarize several high-
level and general AKD frameworks by introducing their
concepts and working mechanisms. More information can
be found in [17].

4.1.1 Postanalysis-Based AKD

Postanalysis AKD (PA-AKD) is a two-step pattern extrac-
tion and refinement exercise. First, generally interesting
patterns (which we call “general patterns”) (P) are mined
from data sets by technical interestingness (t,(),%s())
associated with the algorithms used. Further, the mined
general patterns are pruned, distilled, and summarized into
operable business rules (P and R, embedding actions)
(which we call “deliverables”) in terms of domain-specific
business interestingness (b,(),bs()) and involving domain
(©4) and meta (£2,,) knowledge.
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The key point in this framework is to utilize both
domain/meta knowledge and business interestingness in
postprocessing the learned patterns. In the real world, this
framework can be further instantiated into varied mutations
[27], [38]. In fact, many existing methods, such as pruning
redundant patterns, summarizing and aggregating patterns
to reduce the quantity of patterns, and constructing actions
on top of learned patterns, can be further enhanced by
expanding the PA-AKD framework and introducing busi-
ness interestingness and domain/meta knowledge into the
AKD process.

4.1.2 Unified-Interestingness-Based AKD

Unified-Interestingness-based AKD (UI-AKD) develops
unified interestingness metrics, which are defined for
capturing and describing both business and technical
concerns. The mined patterns are further converted into
deliverables based on domain knowledge and semantics.
UI-AKD looks just the same as the normal data mining
process except for three inherent characteristics. One is the
interestingness system, which combines technical signifi-
cance (t;()) with business expectations (b;()) into a unified
AKD interestingness system (i()). This unified interesting-
ness system is then used to extract truly interesting
patterns. The second is that domain knowledge (£;) and
environment (e) must be considered in the data mining
process. Finally, the outputs are P and R. Ideally, UI-AKD
can be expressed as follows:

i(),m,Q4,Qm

UI - AKD: DB 5" P R. (14)
If ¢;() and b;() are not dependent, thus
i() = nti() + @i ). (15)

Weights n and w reflect the interestingness balance/trade-
off negotiated between data analysts and domain experts in
terms of the business problem, data, environment, and
deliverable expectation.

An ideal situation is to generate a single formula ()
integrating ¢; and b;, and then to filter patterns accordingly.
If such a uniform metric is not available, an alternative way
is to calculate t; and b; for all patterns, and then rank them
in terms of the two types of measures, respectively. A
weight-based voting (weights are determined by stake-
holders) can then be taken to aggregate the two ranked lists
into a unified pattern set.

4.1.3 Combined-Interestingness-Based AKD

Combined-Interestingness-based AKD (CM-AKD) com-
prises multisteps of pattern extraction and refinement on
the whole data set. First, J steps of mining are conducted
based on business understanding, data understanding,
exploratory analysis, and goal definition. Second, generally
interesting patterns are extracted based on technical
significance (¢;()) (or unified interestingness (i())) into a
pattern subset (F;) in step j. Third, knowledge obtained in
step j is further fed into step j+ 1 or relevant remaining
steps to guide the corresponding feature construction and
pattern mining (Pj.1). Fourth, after the completion of all
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individual mining procedures, all identified pattern subsets
are merged into a final pattern set (P) based on environ-
ment (e), domain knowledge (€2;), and business expecta-
tions (b;). Finally, the merged patterns are converted into
business rules as final deliverables (P, R) that reflect
business preferences and needs. CM-AKD can be forma-
lized as follows:

e.ti ()i 0m; Q. Qm
CM — AKD: pB Vet by
J (16)

ebi (07 P,Q0 0~ ~
—>

P, R,

where ¢; ; and b; ; are technical and business interestingness
of model m;, and [i; ;()] indicates the alternative checking of
unified interestingness, w7 P; is the merger function, 2, is
the metaknowledge consisting of metadata about patterns,
features, and their relationships.

In addition, the CM-AKD framework can be further
joined with the PA-AKD approach to generate a more
comprehensive framework: Combined Mining + Postanalysis-
based AKD (CMPA-AKD). An example is Multisource +
Combined-Mining-Based AKD (MSCM-AKD) framework.
MSCM-AKD can be expressed as follows:

MSCM — AKD :

i Ot O D
DB,|DB -2 DB, A P,
[ ] {P.} (17)

X
e,bin ()W Py Q4,2 ~ ~
— P, R,

where ¢, and b, , are technical and business interestingness
of model m,, on data set/subset n, and [i; ()] indicates the
alternative checking of unified interestingness as in UlI-
AKD, WV P, is the merger function, and ® indicates the data
partition if the source data need to be split.

4.2 D?M Techniques

As we discuss in Section 3, effective techniques need to be
developed to tackle many issues in implementing D3M.
In this section, we briefly introduce two techniques:
combined mining for complex knowledge in complex data,
and agent-driven data mining for enhancing interaction,
coordination, and distributed processing in complex data
mining applications.

4.2.1 Combined Mining

Combined Mining is one of the general methods of analyzing
complex data for identifying complex knowledge. The
deliverables of combined mining are combined patterns. For
a given business problem (¥), we suppose there are the
following key entities associated with it in discovering
interesting knowledge for business decision support: Data
Set D, Feature Set F, Method Set R, Interestingness Set Z,
Impact Set 7, and Pattern Set P. Based on the above
variables, a general pattern discovery process can be
described as follows: patterns P, ,,,; are identified through
data mining method R; deployed on features F from a
data set Dy, in terms of interestingness Z,, ;.

,Pnﬁm,l : RI(]:k) HIm.lv
wheren=1,...,Nym=1,...,M;l=1,...,L.

(18)
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From a high-level perspective, combined mining repre-
sents a generic framework for mining complex patterns in
complex data as follows:

P = g(anl,l)a

in which, atomic patterns P, ,,,; from either individual data
sources Dy, individual data mining methods R; or
particular feature sets F, are combined into groups with
members closely related to each other in terms of pattern
similarity or difference.

The cardinality of constituent atomic patterns in a
combined pattern can be varying. For instance, the
following lists two kinds of general structures.

(19)

e Dair patterns: P ::= G(P;, P»), two atomic patterns P,
and P, are correlated to each other in terms of
pattern merging method G into a pair. From such
patterns, contrast and emerging patterns [18] can be
further identified.

e C(Cluster patterns: P :=G(P,...,P,)(n > 2), more
than two patterns are correlated to each other in
terms of pattern merging method G into a cluster. A
group of patterns such as combined association
clusters [41] can be further discovered.

In some cases of pair pattern mining, there is a certain
relationship between items X; and X,. One situation is
Xy =X1UX,, T\ #T5, we then have incremental pair pat-
terns. An incremental pair pattern is a special pair of
combined patterns as follows:

,P:{Xp_)Tlv

Xp A Xe — 1—127 (20)

where X, # 0, X, # 0, and X, N X, = 0.

With combined mining, atomic patterns or combined
patterns can be further organized into cluster patterns by
putting similar or related patterns together, which can be
more informative than their constituent patterns. A cluster
pattern is defined as follows: Assume there are k atomic
patterns X; — T;, (i =1,...,k), k>3 and X;NXyN--- N
X = Xp, a cluster pattern (P) is in the form of

X1 — T,
P: 0'-7
Xy — Tk,

(21)

where k > 2, X}, is the prefix of cluster P.

Similar to incremental pair patterns, for cluster patterns,
we have incremental cluster patterns. We, here, illustrate the
incremental cluster sequences. An incremental cluster
sequence is a special cluster of combined patterns with
additional items appending to every previously adjacent
constituent pattern. An example is as follows:

Xp — Tl,
Xp N Xe,l — T27
P: Xp A Xe1 A Xe,? — T3, (22)

)
Xp N Xe,l A Xe’g VANRERIAN Xe,k—l — Tk,

where VZ, 1<+ < k— 1, XL'+1 ﬁXt = XL', and Xi+1 \Xt =
X.; #0,1e., X1 is an increment of X;. The above cluster of
rules show the impact of pattern increment on their outcomes.
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In combined mining, the word “combined” principally
refers to either one or more of the following aspects:

e The combination of multiple data sources (D):
combined pattern set P consists of multiple atomic
patterns identified in several data sources, namely
P ={P} | P, : T\,(X;); X; € Dy}; for instance, demo-
graphic data and transactional data are two data sets
that can be involved in mining for demographic-
transactional patterns.

e The combination of multiple features (F): combined
pattern set P involves multiple features, namely P =
{Fr| Fr € F,Fr € Dy, Fjur € Djyii J, k # 0}, for in-
stance, features of customer demographics and
behavior.

e The combination of multiple methods (R): patterns in
the combined set reflect the results mined by multiple
data mining methods, namely P = {P; | R} — P}},
e.g., association mining and classification.

Correspondingly, we can have three types of general

frameworks supporting combined mining: multifeature
combined mining, multimethod combined mining, and multi-
source combined mining. Let us take Multimethod Combined
Mining as an example. The focus of multimethod combined
mining is to combine multiple data mining algorithms as
needed in order to generate more informative knowledge.
In fact, the combination of multiple data mining methods
has been recognized as an essential and effective strategy in
dealing with complex applications. Multimethod combined
mining can be further categorized into Parallel Multi-
method Combined Mining and Serial Multimethod Com-
bined Mining.

For instance, suppose we have L data mining methods

Ri (l=1,...,L), the serial multimethod combined mining is a
gradual process as follows:

o First, based on the understanding of domain
knowledge, data, business environment, and meta
knowledge, select a suitable method (say R;) on the
data set D; consequently, we obtain the resulting
pattern set Py:

pREL o)
e,D,
{R1, F1, 11} 2 Py 24)

e Then, supervised by the resulting patterns P; and
deeper understanding of the business and data
during mining P;, select the second data mining
method R to mine D for pattern set P»:

€,D,Qy P

{R27~7:27IQ} o PQ» (25)

where P; contributes to the discovery of P.

e Iteratively, select the next data mining method to
mine the data with supervision of the corresponding
patterns from the previous stages. Repeat this
process until the data mining objective is met, and
we get the eventual pattern set P.

{RL,fL,ZL} — P. (26)
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4.2.2 Agent-Driven Data Mining

Multiagent technology is good at user interaction, autono-
mous computing, self-organization, coordination, coopera-
tion, communication, negotiation, peer-to-peer computing,
mobile computing, collective intelligence, and intelligence
emergence. These main strengths of multiagent technology
can greatly complement data mining, in particular complex
data mining problems in aspects such as data processing,
information processing, pattern mining, user modeling and
interaction, infrastructure, and services. It forms a promis-
ing research area, called agent mining [5], [8]. One of its
main tasks is agent-driven data mining.

Agent-driven data mining can contribute to the problem
solving of many data mining issues, e.g., multiagent data
mining infrastructure and architecture, multiagent inter-
active mining, multiagent-based user interaction, automated
pattern mining, multiagent distributed data mining, multia-
gent dynamic mining, multiagent mobility mining, multia-
gent multiple data source mining, multiagent peer-to-peer
data mining, and multiagent web mining. In the following,
we discuss the unique roles of agents in supporting DDM.

In enterprise applications, data are distributed in hetero-
geneous sources coupling in either a tight or loose manner.
Distributed data sources associated with a business line are
often complex, for instance, some is of high frequency or
density, mixing static and dynamic data, or mixing multiple
structures of data. In some cases, multiple sources of data
are stored in parallel storage systems. Local data sources can
be of restricted availability due to privacy, their commercial
value, and the like, which also prevents, in many cases, its
centralized processing even in a collaborative mode. For
such data, data integration and data matching are difficult
to conduct. It is not possible to store them in centralized
storage and not feasible to process them in a centralized
manner. To mine the data, the infrastructure and architec-
ture of existing distributed data mining systems requires
more flexible, intelligent, and scalable enhancement.

Agent technology can help with these challenges by
involving autonomy, interaction, dynamic selection and
gathering, scalability, multistrategy, and collaboration.
Other challenges include privacy, mobility, time constraint
(stream data, it is too late to extract and then mine), and
computational costs and performance requests. In particu-
lar, multiagent technology can complement distributed data
mining in many aspects, for instance,

e Distributed and multiple data sources are often
isolated from each other. For in-depth understand-
ing of a business problem, it is essential to bring
relevant data together through centralized integra-
tion or localized communication. From this, agent
planning and collaboration, mobile agents, agent
communication, and negotiation can benefit.

e Data and device mobility require the perception and
action of data mining algorithms on a mobile basis.
Mobile agents can adapt to mobility very well.

e Proactively assisting an agent is necessary to drasti-
cally limit how much the user has to supervise and
interfere with running the data mining process.

e In changing and open distributed environment,
KDD agents may be applied to adaptively select
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data sources according to given criteria such as the
expected amount, type, and quality at the consid-
ered source, actual network, and KDD server load.
Agents may be used, for example, to dynamically
control and manage the process of data gathering.

e Some data distributed in different storages are
dependent on time, e.g., time difference.

e For some complex application settings, an appro-
priate combination of multiple data mining techni-
ques may be more beneficial than applying a
particular one. KDD agents may learn in, due course
which of their deliberative actions to choose,
depending on the type of data retrieved from
different sites and the mining tasks to be pursued.

e KDD agents may operate independently on data
gathered at local sites and then combine their
respective models. Alternatively, they may agree to
share potential knowledge as it is discovered, in order
to benefit from the additional options of other agents.

e Distributed local data are not allowed to be extracted
and integrated with other sources directly, due to
privacy issues. A KDD agent with authority to access
and process the data locally can dispatch identified
local patterns for further engagement with findings
from other sources.

e In some organizations, business logic, process, and
work-flow determine the order of data storage and
access. This, therefore, augments the complexity of
DDM. Agents located in each storage area can
communicate with each other and dispatch the
DDM algorithm agents instantly, once the response
is over.

In fact, agent-driven data mining provides a unique

approach to involve, represent, and tackle

1. data intelligence such as agent-based distributed
data access and collaboration,

2. human intelligence such as through user-agent
interaction, and user modeling and servicing,

3. domain and organizational factors such as through
multiagent swarm intelligence, collective intelli-
gence, and intelligence emergence,

4. network intelligence such as through mobile agents
and multiagent coordination and communication,
and

5. social intelligence such as building multiagent social
cognition and interaction to involve a group of
experts in the data mining process.

5 CASE STUDIES

This section illustrates several case studies of D*M in the
real world. Sections 5.1 and 5.2 illustrate the processing of
in-depth data intelligence aiming for combined patterns in
social security data by multisource combined mining and
multimethod combined mining, respectively. The identified
combined patterns are more informative than any single
sort of pattern identified by traditional methods. Section 5.3
illustrates the involvement of domain intelligence for
dealing with complex sequences by utilizing Ul-based
AKD and agent mining for coupled trading sequences in
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stock markets. The identified exceptional coupled se-
quences satisfy both technical and business interestingness.
Section 5.4 discusses the involvement of domain, organiza-
tional, and social factors in identifying actionable trading
strategies in stock markets. The identified trading strategies
satisfy business performance.

5.1 Mining Combined Patterns in Social Security
Real-life data often involve multiple sources of information.
This case study illustrates the use of multisource combined
mining in Section 4.2.1 for deep data intelligence, in
particular, incremental pair patterns in debt-related activ-
ities in the social security area. The exercise is conducted on
four data sources: activity files recording activity details,
debt files logging debt details, customer files enclosing
customer circumstances, and earnings files storing earnings
details. Zhao et al. [41] and Cao et al. [13] introduced
approaches for identifying incremental pair patterns and
cluster patterns consisting of multiple features from various
data sources.

Compared with the single associations from respective
data sets, the combined patterns and combined pattern
clusters are much more workable than single rules presented
in the traditional way. They contain much richer information
from multiple aspects than a single one, or a collection of
separated single rules. For instance, the following combined
pattern shows that customers aged 65 or more, whose
arrangement method is of “withholding” plus “irregular,”
and actually repaying in the approach of “withholding,” can
be classified into class “C.” Obviously, this combines
information regarding a specific group of the debtor’s
demographic, repayment, and arrangement method.

{u = age : 65+, v = withholding & irregular (27)
+ withholding — ¢ = C}.

5.2 Identifying Sequence Classifiers in Social

Security

Multimethod combined mining can disclose more informa-
tive patterns in complex data. This case study illustrates the
combination of sequential pattern mining with classification
to develop sequential classifiers to identify discriminating
interactive activities associated with government debt in the
social security area. We propose a novel closed-loop
sequence classification method. First, a small set of most
discriminating sequential patterns are mined. These pat-
terns are then used for coverage test on the training data set.
If the sequential pattern set is small enough, there must be
some samples that have not been covered by the mined
patterns. These uncovered samples are further fed back to
the next loop of sequential pattern mining. Again, a
coverage test is implemented on the newly mined patterns.
The remaining samples that cannot still be covered are fed
back for sequential pattern mining until the predefined
thresholds are reached or all samples are covered.

The proposed closed-loop sequence classification algo-
rithms are tested on Centrelink data involving debt life
cycle, debt generation business processes, and Centrelink
interventions on debt. We combine sequential pattern
mining with classification to build a sequential classifier
that can predict whether a customer tends to result in having
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TABLE 2
The Performance of Sequence Classification Algorithms
min_sup | No.Pattern | CCRcymar | CCRuighest | CCRMulti
% 39,220 75.0% 72.7% 752%
2% 10,254 74.4% 71.8% 74.9%
5% 1,116 69.4% 70.9% 72.4%
10% 208 64.2% 61.0% 66.7%

debt or not. In Table 2, at all min_sup levels, CC Ry
outperforms CCRpjghest- 1t verifies that the classifier only
using the highest ranking pattern for one instance suffers
from overfitting. Between the two algorithms both using
multiple patterns for one instance, CC Ry and CC R ar,
CCRyui outperforms CCReyap at all min_sup levels.
When min_sup becomes greater, the difference between
the two algorithms increases, which means our algorithm is
more robust than CCRcyar when fewer patterns are
discovered for classification. More technical details can be
found in [39].

5.3 Detecting Abnormal and Dynamic Coupled
Behavior in Stock Markets

Many applications involve complex sequences, for in-
stance, multiple sequences couple with each other. An even
more challenging situation is the change of data. This
example identifies deep data intelligence in such coupled
and changing data. For instance, in capital markets, there
are multiple activity streams, such as trade stream, buy order
stream, and sell order stream. Such streams hide informa-
tion about abnormal trading behavior, for instance,
manipulating markets. This case study shows the use of
combined-interestingness-based architecture which com-
bines technical and business performance, and the use of
agent mining for adaptive knowledge discovery that can
adapt to data changes.

We use the Coupled Hidden Markov Model (CHMM)
to model multiple activity streams as multiple processes,
reflecting the relationships among the streams, and the
transitions between hidden states and observations. This
makes it possible for us to observe the state change of an
individual stream, as well as the correlation among
relevant streams.

ACHMM — (A, B, C, 7). (28)

Furthermore, we propose an Adaptive CHMM (ACHMM)
driven by agents. A pattern Change Detection Agent detects
changes in the output of CHMM, and then the Planning
Agent triggers the adjustment and retraining of the CHMM
model to adapt to the source data dynamics. ACHMM is
implemented through a closed-loop system, which consists
of CHMM, Change Detection Agent, Model Adjusting Agent,
and Planning Agent. The adaptation is mainly based on the
detection of change between the identified patterns and the
benchmark ones. The benchmark patterns are those updated
most recently which reflect the pattern change. The working
process of ACHMM is as follows:

PROCESS: Agent-based abnormal behavior pattern discov-
ery by ACHMM

INPUT: Orderbook transactions D, domain knowledge ¥
OUTPUT: Abnormal behavior patterns P
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Step 1: Stream Extraction Agent splits orderbook transac-
tions into sequences Dy, (k=1,...,K) in terms of market
microstructure theory (¥). In our case, we get Buy_order
stream D_B, Sell_order stream D_S, and Trade stream D_T;;
Step 2: Training CHMM-based model R; on stream Dy,
respectively, or on the selected streams { D;, ..., D;};
Step 3: Change Detection Agent detects the change of the
identified patterns compared with the benchmarks;
IF there is any significant change;
Informing the Planning Agent;
Triggering Model Adjusting Agent to adjust CHMM
models;
Retraining CHMM models, reextracting streams if
necessary;
Testing CHMM-based models;
ENDFOR
Step 5: Retraining the CHMM model;
Step 6: Testing the CHMM model;
Step 7: Exporting final pattern set P.

We test the ACHMM on a real data set from a stock
exchange. The data set covers 388 trading days from June
2004 to December 2005. We use the data from June 2004 to
December 2004 as training data, and the data from January
2005 to December 2005 as test data. Fig. 1 shows the
accuracy, precision, recall, specificity, return, and abnormal
return of CHMM, ACHMM compared to three single
HMMs for trades (HMM-T), buy orders (HMM-B) and sell
orders (HMM-S), and a CHMM combining the three single
HMMs (IHMM). It shows that CHMM and ACHMM can
always outperform any single HMM and IHMM in terms of
both technical and business performance.

5.4 Developing Actionable Trading Strategies in
Stock Markets

Trading strategies could assist traders in making a profit in
stock markets. To make them actionable, organizational
and domain factors in stock markets need to be consid-
ered, and the business performance by implementing such
trading strategies should be checked. Market organization
factors consist of the following fundamental entities:
M={I,AO0,T,R,E}, in which I represents traded in-
struments, A represents market participants, O represents
order book forms, T' represents time frame, R represents
market rules, and E represents execution system. O =
{(t,b,p,v) |t € T,b € B,p € P,ve V}is further represented
by attributes 7', behavior B, price P, and volume V, which
are attributes of trading strategy set ). The elements in M
form the constrained market environment of trading
strategy optimization. ¥ is a Constraint set on €.

S={6]ceC1<k< N}, (29)

where 6 stands for the kth constraint attribute of a
constraint type ¢;, C'={M,D} is a constraint type set
covering all types of constraints in market microstructure M
and data D in the searching niche, and N; is the number of
constraint attributes for a specific type c;.
Correspondingly, actionable trading strategy set (¥’ is a
conditional function of ¥, which is described as:

Q={(wd) |lwesc{(tha)|sFet,acA}}, (30)
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Fig. 1. Technical and business performance of six models.

where w is an “optimal” trading pattern instance, and ¢
indicates specific constraints on the discovered pattern
recommended to a trading agent a.

Another consideration is trader preference. Trader
preferences may be embodied in terms of achieving high
benefit but as low cost and risk as possible when taking
certain trading positions. As the representative of traders,
trading agents should target those positions with high
benefit per cost.

Based on the above principle, we develop approaches for
searching, optimizing, identifying, and integrating action-
able trading strategies [9], [26], [4]. For instance, we can
generate golden trading strategies to obtain higher benefit-
cost ratios, and then construct collaborative trading agents
concurrently executing positions recommended by indivi-
dual golden strategies, which can greatly increase benefits
while controlling very low costs compared with those
taking positions recommended by either an individual
strategy or randomly chosen strategies only. Table 3 shows
the positions recommended by each golden strategy
identified by Collaborative Trading Agents in 2006 Hong
Kong United Exchange data.

In Table 4, [ift measures how good a trading strategy is.

TABLE 3
Trading Agent Positions Recommended by
Five Trading Strategy Classes (Excerpt)

6 OPEN ISSUES AND TRENDS

While D3M opens great opportunities for the paradigm
shift from data-centered hidden pattern discovery to
domain-driven actionable knowledge delivery, there are
many fundamental problems that require investigation.
These issues have either existed previously in data mining
or emerge in real-life applications and systems.

e How to involve domain knowledge in the data
mining modeling process?

e How to involve human qualitative intelligence such
as imaginary thinking in interactive data mining?

e How to involve expert groups in complex data
mining applications?

e How to involve network resources in active and
runtime mining?

e How to support social interaction and cognition in
data mining?

e How to build an intelligent data mining infrastruc-
ture that can synthesize ubiquitous intelligence?

e How to measure knowledge actionability, and
balance technical significance with business expecta-
tion when multiple objectives are involved?

e How to make data mining operable, executable,
repeatable, and trustful in an easy and business-
friendly manner?

TABLE 4
Lift Comparison between Random Chosen Strategies

| Date | MA Pos | FR Pos | CB Pos | SR Pos | OBV Pos | and Golden Strategies
2006-11-16 | 1 1 0 1 1
2006-10-17 | 1 1 0 1 ! | Lift | MA-CMN | FR-XY | OBV-B | CB-NXC | SR-NC |
2006-11-20 | T 1 0 1 1
2006-11-21 | -1 Gl 0 1 1 | Random | 10% | 0 | 20% [ 10% | 10% |
2006-11-22 | -1 | 0 1 1 ["Optimized 70% [80% | 80% | 90% | 100% |
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e How to present and deliver data mining findings
that are executable and interpretable in production
systems?

Accordingly, many open issues await further research
investigation. For instance, to effectively synthesize the
ubiquitous intelligence in actionable knowledge discovery,
many research issues need to be studied or revisited.

e Typical research issues and techniques in Data
Intelligence include mining in-depth data patterns
disclosing deep knowledge in data and context,
combined patterns consisting of information from
heterogeneous sources, and structured knowledge in
mix-structured data.

e Typical research issues and techniques in Domain
Intelligence consist of static and dynamic representa-
tion, modeling and involvement of domain knowl-
edge, constraints, organizational factors, and
business interestingness into models and the AKD
process, and of both syntactic and semantic aspects.

e Typical research issues and techniques in Network
Intelligence include involving not only general
techniques such as information retrieval, text
mining, web mining, web intelligence into data
mining, but also the involvement of web/networked
facilities to support web-based data mining, the
discovery of networks and communities in net-
worked data, and web/network knowledge man-
agement in the data mining process and systems.

e Typical research issues and techniques in Human
Intelligence include representation and involvement
of empirical and implicit knowledge, reasoning and
situated computing capabilities, as well as runtime
human-machine interaction into data mining process
and models at both individual and group levels.

e Typical research issues and techniques in Social
Intelligence include collective intelligence, social net-
work analysis, and social cognition interaction in
data mining systems, building social data mining
software that can cater for ubiquitous intelligence in
a social context.

o Typical issues in intelligence metasynthesis consist of
building metasynthetic interaction as the working
mechanism, and metasynthetic space (m-space) as a
data-mining-based problem-solving system.

In addition, many specific issues need to be studied as
required, for instance,

e The integration of multiagents with data mining for
involving and employing ubiquitous intelligence
through agent-based AKD systems and m-spaces.

e The next-generation data mining methodologies,
frameworks, and processes toward actionable knowl-
edge discovery.

e Effective principles and techniques for acquiring,
representing, modeling, and engaging intelligence in
real-world data mining through automated, human-
centered means, and/or a human-machine-coopera-
ted manner.

e  Workable and operable tools and systems balancing
technical significance and business concerns, and

Authorized licensed use limited to: University of Technology Sydney. Downloaded on August 13,2010 at 10:22:41 UTC from IEEE Xplore. Restrictions apply.

delivering actionable knowledge expressed as oper-
able business rules seamlessly engaging business
processes and systems.

e Tools supporting the seamless integration and
immediate execution of delivered models and
systems in the production environment.

e Project management methodologies for governing
domain-driven AKD projects.

e Techniques supporting dynamic mining, evolution-
ary mining, real-time stream mining, and domain
adaptation.

e Techniques for enhancing reliability, trust, cost, risk,
privacy, utility, and other organizational/social
issues.

e Techniques for handling inconsistencies between,
and seamless integration of, the mined knowledge
and the existing domain knowledge.

7 CONCLUSION

Based on our experience in conducting large-scale data
analysis for several domains, such as finance data mining
and social security mining, we have proposed the DM
methodology for the real-world data mining problem
solving. D*M emphasizes the development of methodolo-
gies, techniques, and tools for actionable knowledge discovery
and delivery by incorporating relevantly ubiquitous intelli-
gence surrounding data-mining-based problem solving.
Ubiquitous intelligence consists of in-depth data intelli-
gence, human intelligence, domain intelligence, network
intelligence, and organizational/social intelligence. It is
essential to synthesize such ubiquitous intelligence in
actionable knowledge discovery and delivery.

This paper has presented an overview of DM by
systematically addressing a series of aspects, including
challenges facing traditional data mining methodologies,
the fundamental framework and relevant techniques for
D3M. As the analysis has indicated, D* M has demonstrated
that there are plenty of opportunities for bridging the gap
between technical and business expectations, and in
handling the extreme imbalance existing in data mining
research and development, which is so critical for dealing
with complex data mining applications and systems and for
promoting the widespread use of data mining. There are
many promising theoretical and practical topics and issues
awaiting further investigation through cross-disciplinary
effort. The development of DM methodologies and
techniques has the potential to contribute to a paradigm
shift from “data-centered knowledge discovery” to “do-
main-driven, actionable knowledge delivery.”
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